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Abstract. The Internet is moving towards dynamic and ad-hoc servicepos
sition. The resulting so-called Web 2.0 sites maintain diechiuser-experience
while interacting and exchanging personal data with midtgiher sites. Since
the interaction is dynamic and ad-hoc, existing privacyiggoinechanisms are
not designed for this scenario.

In this article we describe a new lightweight approach talsgrivacy manage-
ment. The core idea is to provide a “privacy panel” — a unified simple entry
point at each site that enables consumers to review stotacadd manage their
privacy. Key aspects were ease-of-use and handling of siweudisclosures of
personal data.

1 Introduction

Increased exposure of web services by enterprises hasdeademerging service ag-
gregation ecosystem. Today, there exists no easily usabtept for distributed privacy
controls in such federated service aggregations. As a goesee, today’s service ag-
gregations are either limited to applications in which nspeal information is handled
or to individuals that do not care about their privacy.

In this article, we describe a new concept of privacy paneiehnd users. We de-
fine a powerful yet usable mechanism that enable individigatontrol their privacy
throughout a network of aggregated services. Our main tibgscare

— Transparency. Individuals can discover the privacy policy of a site, whidata
was collected, how it was used, and to whom it was disclosed.

— Control: Individuals can control data that is stored about thems Trigludes dele-
tion or blocking and unblocking of data across all or soménefdervices that have
been aggregated.

— Usability: Existing privacy enforcement concepts [5, 9] are poweirfudn enter-
prise setting. However, they lack the ease of use and siitypfieeded in an end-
user-oriented scenario.

The privacy panel (see Figure 1 for an example picture) allawindividual consumer
to manage privacy of a given site and all sites to which peakdaita has been disclosed
by that site. The panel provides a single entry point to ke policy (“our policy”)
and the stored data (“your data”), to block and unblock ferthsage of portions of
personal data (“block identity”), and to delete person&hd&alelete identity”).



The goal of our concept is to enable enterprises to act asrtmgiardians of their
customers’ data Today, enterprises are often limited by the complexity dfgury con-
cepts. As a consequence consumers suffered from limitedpgesency and control.
Note that our concept needs to be augmented by proper ayditithcontrols to ensure
that enterprises correctly deploy the technology and cpmih the privacy promises
they have made.

e Our policy % Block identity
0 Your data @ Delete identity

Fig. 1. Privacy panel

Outline The remainder of the article is structured as follows: S#cf outlines the
basic model of usable privacy control across multiple oizgtions and provides more
details on the proposed privacy panel. Section 3 formapzigacy controls in a single
organization. Section 4 defines our trust management madehgands these concepts
to protect personally identifiable information that hasrbéisclosed to other organiza-
tions. Section 5 describes how to provide an enhanced |évetifiability to end users.
Section 5.4 concludes our article.

2 Usable Privacy Controls in Aggregated Services

Our approach has three main components. The simple usdiatgdo provide trans-

parency and control to end users, the protocols that defimettnémplement the cor-

responding privacy controls across multiple organizaj@nd the policies and their
semantics that allow organizations to formalize how datg beused. We use an on-
line retail scenario to illustrate our concepts.

2.1 Online Retail Scenario

Consider the following scenario, involving a typical o@ihookstore3 and a customer

C (see Fig. 2). Custome?' has an account with bookstof® and B links whatever

it knows aboutC' to his or her accountall purchases made bg, voluntarily pro-
vided preferences, which bookslooked at in the last few weeks. All in alB has a
fairly complete picture of”, as far as’’s reading interests are concerned. By cross-
correlating this dataB gets a good idea about which booksmight purchase in the

! Note that this approach augments privacy by means of setégtion [6,7]: While self-
protection minimizes the data that is being released anddraccidental disclosures, we focus
on data that needs to be released despite minimization.
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Fig. 2. Online retail scenario

future, which allowsB to offer very precise recommendationgtoUnlike blind mass-
marketing, these recommendations are precisely to the,pmd thusC' is likely to
appreciate those recommendations and love this service.

Now assume that’ buys a specific book aB, and pays with a credit card issued
by a payment processét. In order to fulfill the orderB sends certain data t8, for
payment authorization, and then sends the book and shiplgtails to a wholesaler
W, and finally this wholesaler sends the book plus shippingildaio a shipping agent
S. At the end,C’s data went fromB to P andWW and fromWV to S.

Such scenarios raise significant privacy concerns: mangleeppreciate receiv-
ing specific recommendations, but they do not like the ida& dthers might see their
behavior. Particularly critical situations are subcodiireg scenariosi delegates ship-
ping toW, who further delegates t§), and acquisition scenarios. In the latter the fear
is that whenB’ acquiresB, and with it all of B's customer data, the business model
of B might change, and suddenly the new business owner mighdeltitat the new
model will benefit more from selling the customer data to weo@ays most than from
keeping them confidential.

2.2 Transparency and Control using a Privacy Panel

By adding a standardized privacy panel to all participasigs, a single entry point al-
lows individuals to exercise control over their data. Thaegdas linked from all places
where an enterprise collects or displays personal data (beylogin page, the page
whereC can inspect all previous orders), and will also create aifipaentity manage-
ment “portal” at a well known address. SayHfcan be reachedat t p: / / www. B. com
then this portal will be aht t p: / / www. B. coni i dent i ty. The four icons in Fig-
ure 1 represent buttons on a web page. Ideally, these bwtahheir essential seman-
tics will be standardized so that customers who see thentapeously and dependably
associate the right meaning with them.

“Our policy” will open a window withC’s privacy policy (most web sites offer this
already).



“Your data” will open a window where&” gets a report of all dat® stores related to
C'. A standard should decide what “all data” will mean, but itwely this is the data
itself, plus the history of data (when and from whom and why Bireceive data, and
to whom and when and why di send data?), plus links to the privacy panels of all
parties that received data froB If applicable, the panel should also explain how data
was collected or from whom it has been received. Note thattitiudes direct and any
indirect user data an organization plans to collect, ifehd collection of indirect data
such as clickstream data is not declared, the organizatioot authorized to collect
this type of data.

“Block identity” will preventB from usingC’s data for almost all purposes. All excep-
tions must be pre-agreed in the policy. Intuitively, thessegtions will only be purposes
either required by law or needed to allawto execute atiunblock” command. We call
them “mandatory purposes”, and if a data element is needet feast one mandatory
purpose we call it “protected data”. The set of mandatorppses is likely to be time-
dependent. E.g., a transaction might end such that protdeta becomes optional over
time. In this case an earlier block (or delete) might havelaygesl impact on such data.
In our initial scenario we assumed an all-or-nothing scapéelflock” and “unblock”.

A real implementation might give the user some choices.i&iance, all data might be
sorted into a few categories, and block/unblock and del@étbe individually offered
for each category. In the most extreme case, each data iteitmechlocked, unblocked
and deleted independently of all other data items. Our teehdescription covers all
cases, but we believe that few all-or-nothing choices faa dgoups are probably the
most usable and thus most relevant case.

“Delete identity” is like “block identity” except that the effect cannot be eesed.

2.3 Related Technologies

Our proposal is related to privacy controls for individuatswell as privacy manage-
ment based on privacy policy languages. Privacy policikgf@ three main categories
(see Fig. 3): Privacy notice from enterprise to consume2} fdrivacy preferences of
individuals [1], and policies governing data handling desian enterprise [5, 9], The
policy formalism used for explaining our mechanisms fosuse privacy notice and
only provides high-level constraints for the enterprisefinal use. The core goal of
the formalism given is to provide an easy-to-understanehédism to describe the data
flows between web-sites as well as a high-level summary af site-internal use. Our
simplified approach to policies can be augmented by detdited types [12] and by
mechanisms to validate whether the policies actually eefbrsatisfy the published
promises [11, 8, 2].

Besides privacy policies, many existing concepts that eod@nd-user control re-
late to our approach. In the sequel, we discuss some of them.

Unsubscribe. Many subscription-based information services, like etatt newslet-
ters, allow customers to unsubscribe explicitly. The me@m$ obvious: unsubscribe
terminates the service for this customer, and in many c&sebasic customer record
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Fig. 3. Privacy policies and negotiation types

will be automatically deleted after some time. Unltdeck unsubscribe has no reverse
operation (subscribing again does not recreate the oldestrecord such as an inter-
est profile, but generates a new one). It has no transitivasges (unsubscribe has no
impact on other service providers who might have receiveditibscription information
—this is actually a very common scenario with free subsionipgervices), moreover, it
also has no meaning for data beyond the basic customer réegrdif the service is a
forum or newsgroup then all postings will still be availatdeall other subscribers).

Opt-in and opt-out choices Organizations are supposed to specify the purposes for
which they collect personal data. A popular way to specifysthpurposes is to structure
them into a multiple-choice menu. For each menu item thecesesay “yes”, i.e., opt-

in, or “no”, i.e., opt-out. Often users can modify their cbes at any time. Opting-out
from a purpose is very similar to blocking, and subsequenytyng-in again is very
similar to unblocking. But there are differences:

— Opting infout has no impact on other organizations. Thisitsssame situation as
with unsubscribeOne might argue that many proposals for privacy authoorati
systems suggest that policy changes must propagate (/stimlicies”), and opt-
in/opt-out choices are elements of a privacy policy and #isild be sticky, too.

— Opting in/out impacts purposes only. For instance optingfoom receiving a
newsletter does not make the address inaccessible nor dtmeh the history
of how the customer reacted to previous newsletters. Itjitsidraws the organi-
zation'’s right to use the address for sending out a newsl&te approach is more
general, in that it allows opt-in/opt-out for arbitrary elents of a concrete access
control list.

— We also suggest specific implementations for opt-in/optizat have not been sug-
gested in this context before. We suggest to off load stoongrotecting data
needed to unblock or opt-in from the organization to the.user

Several other technologies, such as content managemeniataithses, are related in
the sense that they provide functions that would make ieeasiimplement our con-
cepts.

3 A Simple Policy Model for Local Privacy Enforcement

We now formalize the semantics of the proposed privacy pafelstart with a very
basic definition. Consider an organizatioethat stores data typeR = (dy, ...,d,)



about a usef/. There is a set of actiong = (aq, ..., a,,) that can be executed on
those data, and as a result the data might change, new dditbmeigreated, or old data
might be deleted.For now we do not assume that data is forwarded (this funetitin
be added in the next subsection).

The access control list CL, C A x 2P of an organizatior defines the set of
datad items on which each given actienmay be performed. We assume thatdf (
0) € ACL,thena has no undesired impact on any data outsid€his is a very sim-
plified model for access control, but it is straightforwandadd details and constraints
if needed. We assume thaC' L, is maintained by organizatian Organizatiorv also
maintains a subs&CL,; C ACL, which contains all pairs the user cannot block (the
actions serving mandatory purpo¥es

The user specifies a set of blocked paiis:k; C A x 2P and permanently shares
this list with o. “Blocking” a pair corresponds to moving the pair initocky  “un-
blocking” corresponds to removing it frobdock ;. The actual access control lidC' L,
that is used for enforcement is derived from the inputs pledjACL,, ACL,;, and
block, as follows:

ACL, := ACL, — (blocky — ACLyy).

In this abstract model, the impact of “blocking” a par §), i.e., adding it tahlock 7,
is the following:

— If (&, 0) ¢ ACL, then there is no immediate impact since the blocked item was
either not inACL,, or else mandatory.

— If (a,0) € ACL. and @, 0) ¢ ACL,, then the pairg, ¢) is removed by updating
ACL.,i.e.,o can no longer execute this action on this data.

The impact of “unblocking” a pairg, 9), i.e., moving it out ofblocky, is the following:

— If(a,0) ¢ ACL, then there is no immediate impact. The pair was nevetail..
or it was inACL, but removed by.
- If(a,9) € ACL, then the pair is re-added t0C' L..

Note thatblocky is not necessarily a subset df”'L,, i.e., the user might block and
unblock a pair 4, §) before it is actually added tdCL,. If o adds a pair taAC L,
that is blocked then this pair will not be addedAd’L.. Whenever any of the inputs
change, the resultindC' L. needs to be recomputed. An update is triggered by changes
in ACL,, ACLy;, or blocky. If o removes a pair frodACL,,, but not fromACL,,
then this pair can be blocked in the future. If the pair is afsblocky then the update
procedure will immediately remove it froddC'L...

In our abstract modeblock; is an arbitrary subset of x 2P, Listing all elements
in blocky is the most obvious way to specibjock;, but is unlikely to cover many
interesting cases. More practically relevant approadietscian be combined are listed
below:

2 Note that purposes can be encoded in actions. If a certdonast is allowed for one purpose
p but not for another purpogé, then action ¢, p) and @, p’) would have to be elements df
to enable distinction.

% The probably most relevant way to practically defl@L,, is to classifyA into mandatory
actionsA s and discretionary actiondp := A\Ays, and defineAC' Ly := ACLNAy X 20,



— The all-or-nothing approach can be implemented by settitigeieblock:= Ax
2P (everything blocked) oblock;; := () (nothing blocked). Note that this does not
block the pairs inPACL,,, which in this case should also include all pairs that are
required to perform the unblock operation.

— There might be predefined classés ..., C; which cover subsets of ol x 27,
andU can pick any subset of these classes. In this 6&s¢; is the union of all
blocked classes. This is similar to the opt-in and opt-oatiging of statements in
[12].

— Instead of blocking pairs the user might block data or astion classes of data and
actions. If the user wants to block all actionsdr and all data inD«, then we set
blocky := A* x 2P U A x 2P". The way to deal with classes of actions and data
is obvious.

These operations allow users to block portions or all ofrtteta. Note that in a user-
centric identity scheme, this blocking/unblocking can kenamged by a client-side ap-
plication. This means that if a user visits a site, the rezfligata is unblocked. Once a
user has performed a transaction and logs out, the datadkdal@gain.

4 Managing Privacy across Multiple Organizations

Organizatiorv will often share data with other organizations. We now désciine pro-
tocols that allow an organization to disclose data to arroéméity and maintain the
privacy of the disclosed data. This includes disclosure @pdhte of data as well as
blocking/unblocking.

Traditional privacy policies allow individuals to specifyhich actions by which
organization are allowed on which data elements. They aftenot contain explicit
disclosure controls, i.e., they do not specify who is alldueobtain copies of the data
[15]. To simplify data handling, we pursue a simpler and nfaeible approach. Our
concept is split into two part®isclosure controprevents data from being disclosed
to parties that are not trusted by an individual utkage controthen restricts usage
and manages block/unblock for trusted organizations tioaé slata of an individual.
An organization is allowed to use data if the organizationusted and if the required
permissions have been delegated to this organization.

4.1 Preventing Disclosure to Untrusted Organizations

The best protection of data against an untrusted orgaaoiziatnot to disclose the data to
this organization. This means that either an individuats@an organization sufficiently
to act as a guardian of his or her data or else the organizsttiould not obtain the data
in the first place. Since this trust depends on the data tyyespecify which parties are
in principleallowed to handle given data items. Those parties are thetett to enforce
the privacy restrictions as specified by an individti8pecial care needs to be taken to

4 This is similar to and can be augmented by the concept destiif10] where parties are only
trusted to handle data if they implement a privacy layer iharotected by means of Trusted
Computing hardware.



handle the fact that an organization gets the same data Jigphawpaths. We model
this concept as a data-flow matiixF'. Given a set of organizatiori$ and a list of data
items D, the data-flow matrix is a subs®tF' C O x D that lists the organizations that
are trusted to handle each particular data item.

The corresponding data disclosure can now be specified lasviolWhenever an
organization needs to disclose a #ebf data to an organizatiosi, it computes a data
subsetD’ such thatl € D’ C D iff (0’,d) € DF andd € D. The recipient should not
obtain trust information unless it is trusted to protect¢beresponding data. Therefore,
the organization computes the subset of the data-flow matix C O x D’. The
organizatiorp can then disclos®’ andDF’ to its peero’. If the trust is not sufficient
to pass on critical data for a given transaction, the orgditim can either cancel the
transaction or else ask the user to extend the data-flowxm@tre handling of the data-
flow matrix will be discussed in more detail in Section 5.2.t&lthat cryptographic
protection can be implemented on top of this scheme, i.a.uger releases encrypted
data (say fow’), the DF specifies who can get hold of and pass on the cipher text. If
itincludeso”, theno” can get hold of the data and actually decrypt it. This concapt
be used to tunnel critical data (e.g., SSN, credit cardgjuin multiple semi-trusted
parties to the actual intended recipient.

4.2 Managing Data Usage Permissions for Disclosed Data

Permissions are handled along a dynamically generatectelitelelegation graph that
may have cycles. The organizations are the nodes of thigated® graph. Edges cor-
respond to actual disclosures. Each disclosure (edgegatele a set of permissions
that is a subset of the permissions received. An edge isddlweith the data that has
been disclosed as well as the corresponding metadata. Tiaelae consists of the re-
duced data-flow matriOF, a disclosure history, and the associated permissions. The
data-flow matrix defines the maximum set of organizationsdha obtain subsequent
disclosures; the history defines via which intermediatiestata was received, and the
permissions are the associated access control lists agdefirSection 3. Blocking
blocks a (subset of) a given edge. An action on data can berpeztl by a node as long
as any unblocked incoming edge still permits this actiorprarctice this, for example,
means that a shipment company can use an address as long esvhotasaler still
has an ongoing delivery for this customer. We now formaligs intuition depicted in
Fig. 4.

In order to receive disclosures, each organization needtte such a triple (his-
tory, data-flow matrix, permissions) for each receivedldsare. Note that an organi-
zation can receive the same data via different paths anddiffdrent or identical per-
missions. The organization needs to store and maintaiiveztdisclosures separately
in order to manage the blocking of a single disclosure.

We now explain the permission handling for disclosures ishaummarized in Ta-
ble 1 in more detail. Permissions of a given organizatiare formalized by a triple
(ACL,,ACLy;, block) that contains the access control list, the list of mandatery
missions, and the blocked permissions.



@ Delegation W’
Delegation P / @

Delegaton W —— 5

Delegation B

Delegation B’

Delegation B’

V4

Fig. 4. Dynamic graph of actual delegations for bookstore scen@ig S2 are two shipping
providers, “ds” is the data subject and edges are labeldddeiegated permissions).

~———Delegation B”

Table 1. Computation of metadata for disclosures

Field Sendero|Recipient o’ |Constraint

Data dat dat’ dat’ C dat and(O’ x dat’) C DF
Data-Flow Matrix DF DF’ DF' C DF N (O x dat')

History hist hist’ hist' := (hist, o)

Access Control List ACL, |ACL, ACL, C ACL,
Mandatory Permission§ AC Ly |ACLYy, ACLYy C (ACLy N ACLY)
Blocked Permissions |blocky |blocky; blocky; D blocky

Disclosure and Delegationlet us assume that an organizatiomolds datad with
permission§ ACL,, ACLyy, blocky;) received via a single edge, and intends to dis-
close it to an organizatioo'. In order to disclose the data, the organization decides
on a subsetd CL’ C ACL of unblocked permissions to delegate. Both organizations
also agree on a setCL'; € ACL,, that defines the mandatory permissions. Once
these permissions are defined, the data is disclosed alghgha permission vector
(ACL,, ACLy;, blocky), a subseDF’ of the data-flow matrix that covers the dis-
closed data, and the history including sendand recipient’ as its last two elements.
The disclosing organizatianalso stores the history to enable later updates or blocking
of the disclosed data. If an organization wants to delegatata set of data received
via multiple edges, it needs to choose one incoming edgesftit data item and break
the data down into multiple disclosure messages — one fdrieaoming edge. This is
necessary because the incoming data may have differentidatenatrices or different
policies associated with the actual data to be disclosed.

Once an organization has received data of a given data $ulgg@ one or more
paths, it can compute the actual permissions by combiniagpérmissions along all



edges. The actual ACL is computed as the union of all incomatgAC L. that are
computed as specified in Section 3. This formalizes thetintuthat data can be used
as long as at least a single organization has delegated thesponding usage. The
blocking setblock; and the mandatory permissioAE€L,,; are maintained separately
for all in- and outgoing edges. They are considered whentipgitoe individual ACLs
and therefore indirectly influence the corresponding ACLs.

Block/Unblock: There are two types of blocking data. A user can either blnfrtkima-
tion via the organization that collected it or else visit frevacy panel of a particular
organization directly to block all or portions of the stordgta (no matter where the
data was collected). The first type is a user blocking datattha been released to an
organizatiorv. In this case, the blocking is recursed along the dynamuaassre path
by updating the policies at each edge. If a user has blocketh#wsk; at organization
o, theno examines along which paths the given data has been discioskdiscloses
an updatedlock;;. The subsequent parties then updatéL. for the given edge ac-
cordingly. Note that this will only block the data if the orgaation has not received
the same data and permissions via another path. The raibehind this behavior is
that in most cases, from a user’s perspective differentspath seen as independent.
If, for example, a user blocked all data at a given onlineilertahe individual would
be surprised if the credit card were rendered unusable afsotlier online retailers.
Unblocking again updates the permission sets and propathetgermission update.

In the second type of blocking, where a user visits an orgdioz directly (i.e.,
clicks on the privacy panel of an inner node and authentattee user will review the
information stored at this organization and can also sewflfi@at the information is used
and where it came from. In this case, a user can again block albrtions of the data
usages (except mandatory usages). This is then again @teplegjong the disclosure
graph. Note that in contrast to the first approach, this exsahle user to block any non-
mandatory usage of data at a given organization, regarofdssv and where the data
was actually collected.

A special case for permissions and block/unblock are d@rici¢he disclosure graph,
i.e., that permissions are delegated along loops. We resois by keeping the history.
This enables the organizations to effectively distinguisginal permissions from per-
missions that are looped-back.

5 Enhancing User Control

The scheme described so far assumes that the parties irstilestire seDF correctly
implement the proposed scheme. This includes correctypefiforcement as well as
blocking and unblocking. In this section, we investigate/ioese trust assumptions can
be reduced to provide a higher level of verifiability and tisesurity to the individual
end user.

5.1 Increased Transparency

The main benefit of our concept is enhanced transparencyeAaas review which
data is stored by whom and to which organizations it has besstoded. By default, an



individual customer will handle data via the party to whora ttata has been disclosed
initially. This means that the customer can visit one of thevjpusly visited web-sites
and review or block/unblock data. This can include browsilogg the disclosure graph.
In the special case that a customer decides to distrust amiaegion further along the
graph, he or she should directly visit the correspondingagsi panel and then prune
the disclosure tree by blocking or deleting a given branahy §ood implementation
of our method should provide feedback to the user regartiegtecise meaning of a
successful or failed block or unblock operation. Sintt€,andACL;; might change
over time, blocking and unblocking can have a delayed impHuw¢ user should be
given the option to be informed about such delayed impadcirbeds well as at when
the impact actually happens.

5.2 Dynamic Trust Management

An important aspect of our concept for multi-organizatiomgcy protection is the trust
management that determines who may obtain which data inrtepface. There are
multiple options that can be mixed in practice:

— Enterprise Data-Flow MatrixA web-site has a fixed set of subsidiaries that are re-
quired for a site to work. E.g., all payments are processeditih a given payment
processor. In this case, the site proposes a fixed data-flékxraad the individual
customer can accept or decline. This is today’s solution.

— Customer Data-Flow MatrixThe customer proposes a data flow matrix to the en-
terprise. The enterprise then dynamically selects prositteat are in this matrix.
This service-oriented approach requires that the custbiaent least one service
of each type that is required by a given organization. Thexdsdo be validated by
the organization.

— Dynamic DelegationEor this approach, there is no complete data-flow matrix ini-
tially. The customer (via its federated identity managernseheme [14] or individ-
ually authorized by a party trusted by the customer) is dyinalty asked to dele-
gate certain sub-services to providers that are trustedéntividual. This means
that the user points to a trusted payment processing sesmimeneeded. Once the
organization has obtained permission to disclose certaa, dhis is dynamically
added to the data-flow matrix.

— Role-based DelegationThe original matrix only contains roles or groups of or-
ganizations, e.g., partners certified by audXporganizations that satisfy certain
privacy requirements, or partners that have signed a primatection contract with
the user. This concept is similar to the organizations $ieelcby P3P [12]. How-
ever, the core difference is that our approach allows lat&ew of the data and the
actual organizations that store the data of an individual.

Each of these mechanisms ensures that data disclosureyipemmhitted to organiza-
tions that an individual user trusts. Revoking trust is dbgaupdating the data-flow
matrix and the access-control matrix. The consequencaighb corresponding orga-
nizations are asked to delete the data they store. If thetidalis not possible legally,
one again needs to distinguish between a default and a noapdata flow matrixDF,



where the latter specifies the minimum set of organizatiomsresthe data cannot be
revoked. Note that the main impact of removing trust is tovgné storage of data corre-
sponding to future transactions. Without additional auditcontrol, the actual deletion
of data cannot be verified in general.

5.3 \Verifiable Blocking and Unblocking

The preceding sections assumed that organizations “fahewules”. We now describe
away to increase the auditability of our solution. Our gedbienable auditors and users
to validate that all data that is found at an organizatioridess obtained legally and has
not been blocked. The core ideas are to delete all blocked ttasign disclosures, to
provide receipts for blocking requests, and to require @ightion for any data stored
at the enterprise.

Our first naive implementation of unblocking merely modifthe access rights
without actually protecting the data. This is a valid impentation approach, but has
certain disadvantages:

— Blocking doesnot add a new layer of defense, i.e., this type of blocking doés no
necessarily reduce the risk of unintentional disclosure.

— Blocked data are of no value to the organization, but the dumf maintaining
them is witho. From an economic perspective, a more natural choice waaitd b
put that burden on the individual custoniér

Offloading the burden of maintaining the data to the user eaddne as follows: As
a result of “block”, the organization compiles all data tlsatves no purpose other
than allowing unblock, and send this data token to the usapine protected fashion
(encrypted and authenticated). The user is supposed ®thiisrdata, and return it as
part of the unblock token. Delayed impact of block might teagew tokens, which are
all sent to the user. This approach adds a second layer afiskeand puts the storage
burden on the user. If this storage burden is not considégadisant foro, one can use
an alternative approach: can select a cryptographic key and hand the (public) key to
o, ando uses that key to protect all this data, i.e., storing the ohaits encrypted form
without actually knowing the key needed for decryption. dpmblock,U hands over
the (secret) key to, ando can decrypt all data needed to perform unblock.

In both cases, the user achieves an increased level of tomh® most impor-
tant benefit is that once an honest organization has blockid i cannot unilaterally
change its mind. This is important in order to prevent thadmakoupt organization sells
previously blocked data. Next, we discuss this data tok@nageh as it provides a ben-
efit (and thus an incentive) to the organization that impletsi¢his approach. In order
to provide accountability for all data that is stored at ateggrise, all disclosures need
to be signed (including data, history, and permissions asrd®ed above). This enables
an enterprise to show that all data has been obtained thralgdal disclosure path.
When an individual asks an organization to block data, aamimgtion needs to be able
to show that it honored the recursive blocking request. Taisbe done by protecting
its own data as described above and requiring blocking privoi all data recipients.
This can be achieved by the protocol depicted in Fig. 5. Warassa confidential chan-
nel between the different organizations to prevent datealge. The customer initiates



Enterprise 1 Enterprise 2

Authy(blocky, ¢)

- Authgs(block’y, ¢)
B — .

me2:=Sigez(block’y, ¢, time2, Data2)

. . -
me1:=Sige1(Me2, blocky, time1, Data1)

-
Encrypt
and store mgy

Fig. 5. Example of a blocking protocol

the blocking protocol by sending an authenticated messagiining the updated ac-
cess control lisblocky and a challenge. If the enterprise has not disclosed the data
further, it responds by sending a signed response thatiosritee updatedlocky’ the
time from which it promises to no longer use the data, and tig maining copy

of the actual data that has been blocked. If part&laft;; have been delegated to one
or more other organizatiorfs2, the organization executes this blocking protocol recur-
sively to block and retrieve the corresponding data. Agaie user will obtain a signed
blocking receipt from each organization that held dataeNbat the blocking message
between different organizations is no longer authentéthiethe user. Instead, our con-
cept enables all organizations to block delegations theg paeviously performed. In
the protocol this implies that subsequent blocking message authenticated by the
sending organization. Furthermore it implies that theselsd can contain a subset of
block; if only a subset has been disclosed. Both enterprises tiehsigned messages
with the blocking time to the user. The user encrypts ancesttire data.

To unblock the data, the user returns the blocking token (andmgz) and an
authenticated message that allows the organization tauklthe data. The organiza-
tion then recursively recovers the data from this backupgeNuat the authorization to
unblock is needed to enable the enterprise to prove thatrthkvek operation was le-
gitimate, i.e., that it did not cheat the user by sending albigg token while continuing
the usage of the data.

Usually the data used to authenticéiés part of the data protected by our concept
(i.e., part of D), and authenticatingy/ is implemented through one or more of the ac-
tions in A. To facilitate unblocking it is appropriate to add all pa(4s 6) representing
authentication to the s&CL,,, i.e., to preventU from accidentally blocking authenti-
cation as long as other data can still be blocked. Anothercagmb is to allow blocking
of the identity and authentication information. In this €athe user would be required
to unblock its identity to perform additional block opeoats.

Note that without additional assumptions it is impossiblathieve complete veri-
fiability against an organization that is completely unteds Known assumptions that
enable verifiable deletion are a limited amount of memory,[@Bthe assumption that
data is stored only in a well-defined trusted infrastrucfBteor an infrastructure that
supports secret sharing with at least one honest storager $&6].



5.4 Protection of Mandatory Data

In general, data that is mandatory cannot be deleted or &tbckhis is either caused
by pending transactions that need the data or else by regulequirements. In the
first case, blocking would terminate the transaction andllsis not desirable. In the
second case, usage can be limited to certain well-definedhtigres such as an annual
audit, or following a court order.

We now sketch additional means to offer similar protectimnnhandatory permis-
sions. The core idea is that the limited amount of mandatatg dan be protected by
mutually trusted entities. From the enterprise’s pergpecthis trustee guarantees the
legally required availability of the data. From an end-ysaspective, the entity ensures
that the usage is limited to the pre-defined purposes. Rat@ptions for implement-
ing these trusted third parties are secure hardware (sandstcsecure coprocessors),
additional trustees (either for secret decryption keyserdata itself), or special stor-
age devices such as a secondary write-only data store thateweals data under the
conditions specified. One example are log-files that are fke@uditing purposes. In
this case, the data can be public-key encrypted and themtemmkey is to be escrowed
between the user, the organization, and a third party. ligi@l pre-conditions are met,
the user pre-authorizes this third party to release its keyesto the organization in
order to meet the regulatory requirements.

6 Conclusion

We have presented a simple concept for increasing tranmspaesnd control over the
use of data for individual end-users. The core idea is a ataiwkd privacy panel that
allows users to review the data that has been stored abaut thecontrast to earlier
approaches, we describe how to enable temporary susperfgi@nsonal information.
This blocking renders data unusable while a certain sefsioet in use. This protects
the individual from accidental misuse. Furthermore, weasafe data-flow restrictions
from data usage restrictions. The rationale is that dataldhanly be disclosed if the
recipient is trusted to enforce the associated policies.

Acknowledgments

We thank the anonymous reviewers for valuable commentstiattled us to substan-
tially improve the final version of this paper. We are grakteéuCharlotte Bolliger
for improving the readability and presentation of this papeénally, we would like
to thank our colleagues Mike Nelson and Jane Johnson fofuteliscussions on pri-
vacy in service compositions. This work was partially supgad by the OpenTC project
www.opentc.net that is funded by the 6th framework programifrthe European Com-
mission.



References

10.

11.

12.

13.

14.

15.

16

. Lorrie Cranor, Marc Langheinrich, Massimo Marchiori: BfPPreference Exchange Lan-

guage 1.0 (APPEL1.0); W3C Working Draft, 15 April 2002, tttpww.w3.0rg/TR/P3P-
preferences/.

. Michael Backes, Walid Bagga, Gunter Karjoth, Matthigtster: Efficient Comparison

of Enterprise Privacy Policies; 19th Annual ACM Symposium Applied Computing,
Nicosia, Cyprus, March 14-17, 2004, 375-382.

. G. Badishi, G. Caronni, |. Keidar, R. Rom, G. Scott: DelgtFiles in the Celeste Peer-to-

Peer Storage System; 25th IEEE Symposium on Reliable Busédl Systems (SRDS '06),
|IEEE Press, October 2006, 29-38.

. Adam Barth, John C. Mitchell: Enterprise Privacy Promiaed Enforcement; Proceedings

of the 2005 Workshop on Issues in the Theory of Security, LBagch, California, ACM
Press, 2005, 58-66.

. Michael Backes, Birgit Pfitzmann, Matthias Schunter: AlKd for Managing Enterprise

Privacy Policies; 8th European Symposium on Research inpDiten Security (ESORICS
2003), LNCS 2808, Springer-Verlag, Berlin 2003, 162-180.

. David Chaum: The Dining Cryptographers Problem: Unciimaal Sender and Recipient

Untraceability; Journal of Cryptology 1/1 (1988) 65-75.

. Roger Dingledine, Nick Mathewson, Paul Syverson: Tore Becond-Generation Onion

Router; Proceedings of the 13th USENIX Security Symposiiogust, 2004.

. Gunter Karjoth, Matthias Schunter, Els Van Herrewegligmnerprise Privacy Practices vs.

Privacy Promises - How to Promise What You Can Keep; 4th |IEE& hational Workshop
on Policies for Distributed Systems and Networks (Polig),0.ake Como, Italy, June 4-6,
2003, 135-146.

. Gunter Karjoth, Matthias Schunter: A Privacy Policy Modor Enterprises; 15th IEEE

Computer Security Foundations Workshop (CSFW), IEEE Cderbociety Press, Wash-
ington 2002, 271-281.

Michael Kinateder, Siani Pearson: A Privacy-Enhanceerfo-Peer Reputation System;
4th International Conference on Electronic Commerce ant Wehnologies (EC-Web
2003), LNCS 2738, Prague, September 2003, 206-215.

Stephen E. Levy, Carl Gutwin: Improving UnderstandihtVebsite Privacy Policies with
Fine-Grained Policy Anchors; WWW 2005, May 10-14, Chibgala ACM Press, 2005.
Lorrie Cranor, Brooks Dobbs, Serge Egelman, Giles Hogldack Humphrey, Marc
Langheinrich, Massimo Marchiori, Martin Presler-Marshaloseph Reagle, Matthias
Schunter, David A. Stampley, Rigo Wenning: The Platform ferivacy Prefer-
ences 1.1 (P3P1.1) Specification; W3C Working Group Note I®elber 2006,
http://www.w3.0rg/TR/2006/NOTE-P3P11-20061113/.

Andreas Pfitzmann, Birgit Pfitzmann, Matthias Schumiichael Waidner: Trusting Mo-
bile User Devices and Security Modules; Computer 30/2 (189768.

Birgit Pfitzmann, Michael Waidner: Federated Identitgnagement Protocols; 11th In-
ternational Workshop on Security Protocols (2003), LNC8433Springer-Verlag, Berlin
2005, 153-174.

William Stufflebeam, Annie I. Anton, Qingfeng He, Nelaand Specifying Privacy Policies
with P3P and EPAL.: Lessons Learned; Proceedings of the 2@04 Workshop on Privacy
in the Electronic Society (Washington DC, USA, October 28,-2004). WPES '04. ACM
Press, New York, NY, 35-35.

Adi Shamir: How to Share a Secret; Communications of {6&1/422/11 (1979) 612-613.



