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Abstract. In this HotPETs session we would like to present an implementation of a single-
database Private Information Retrieval (PIR) scheme that can process a database at 2 Gbits/s
using a commodity Graphics Processing Unit (GPU).
This session will have three goals :

— Dispel the idea that single-database PIR schemes are unusable because too expensive from

a computational point of view

— Provide a tool to do fast single-database PIR for higher-level applications and tests

— Highlight that "Lattices + GPUs = Huge speedup" compared to number-theory schemes
In order to do this we will first give a quick introduction to single-database PIR schemes and
highlight the computational issues. Then after a one slide presentation of how GPUs can be used
to do general purpose computations, we will present in a very schematic way the scheme imple-
mented and why it is well adapted to GPUs. Finally, we will present a performance comparison
over different database sizes with mean and variance values.
One or two demos are possible if the organizers agree with them.

IMPORTANT NOTE: Our implementation can be donwloaded from
http://www.assembla.com/spaces/pir_gpgpu2008

Project members : Carlos Aguilar Melchor, Benoit Crespin, Philippe Gaborit, Vincent Jolivet
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1 Introduction

1.1 PIR schemes

Usually, to retrieve an element from a database, a user will send a request pointing out which el-
ement he wants to obtain, and the database will send back the requested element. Which element
a user is interested in may be an information he would like to keep secret, even from the database
administrators.

A Private Information Retrieval scheme is a protocol in which a user retrieves a record out of n
from a replicated database, while hiding from the database which record has been retrieved, as long
as the different replicas do not collude (see [1]).

In this session we just consider a specially interesting sub-field of research, called single-database
Private Information Retrieval, which deals with the schemes that allow a user to retrieve privately
an element of a non-replicated database. In these schemes [2—7], user privacy is related to the in-
tractability of a mathematical problem, instead of being based on the assumption that different repli-
cas exist and do not collude against their users. To lighten our text, PIR will implicitly represent
single-database Private Information Retrieval. When dealing with schemes that need the database to
be replicated we will explicitly say replicated-database PIR.

In a PIR protocol, a user wanting to retrieve an element of index ¢ from a database, uses a PIR
query generation algorithm with input ¢ and sends the resulting query to the database (see Figure 1).
The database combines its elements to the query using a reply generation algorithm and obtains a
result which is sent back to the user. Finally, the user decodes the answer through a reply decoding
algorithm. The protocol is said to be correct if the decoding results is the i-th element of the database,
and private if the database is unable to learn anything about ¢ from the query or the reply generated.



PIR query

Database contents -

generator

0 OO

PIR reply -2

Fig. 1. PIR retrievals.

1.2 Computational cost

Single-database PIR schemes have generated an enormous amount of research in the privacy pro-
tection field during the last two decades. However, many scientists believe, that these are theoretical
tools unusable in almost any situation. It is true that these schemes usually require the database to use
an enormous amount of computational power, but considering the huge amount of applications these
protocols have, it is important to develop practical protocols that provide acceptable performances
for as many applications as possible.

A major issue with single-database PIR schemes is that they are computationally expensive.
Indeed, in order to answer a query, the database must process all of its entries. If in a given protocol
it does not process some entries, the database will learn that the user is not interested in them. This
would reveal to the database partial information on which entry the user is interested in, and therefore
it is not as private as downloading the whole database and retrieving locally the desired entry.

The computational cost for a server replying to a PIR query is therefore linear on the database
size. Moreover, number-theoretic schemes have a very expensive cost per bit in the database: a
multiplication over a large modulus, which usually is 1024 or 2048 bits long. This limits both the
database size and the throughput shared by the users, limiting as well their usage for many databases
as for other applications such as low-latency unobservable communications [8] or private keyword
search [9].

Recent proposals [10, 11] introduce noise-based protocols in which the cost per bit in the database
is a vector addition which, depending on the parameters, can be much cheaper than the modular mul-
tiplications used in number theory schemes.

2 Our implementation

We present a proof-of-concept implementation of a single-database PIR scheme we proposed in
2007 [11]. A security proof for this scheme will be presented this year at the 2008 IEEE International
Symposium of Information Theory.

This implementation can run in a CPU or a GPU using CUDA, nVidia’s library for General
Purpose computing on Graphics Processing Units (GPGPU). The performance results highlight that



lattice-based PIR schemes allow to process database contents several orders of magnitude faster than
previous implementations specially if using nowadays’ highly parallelized GPUs.

2.1 Basic description of the scheme

In this section we give an overview of the PIR scheme. Query generation and information extraction
from the database reply are not described for two reasons. First, the bottleneck in PIR schemes is
reply generation, not query generation or reply extraction. Second, all our implementation efforts and
the GPGPU computation are on the reply generation phase. Query generation and reply extraction
have been implemented straightforwardly from the scheme description. The formal description of
the three phases is available in [11, 12].

We describe a database as a set of n elements. Each element a; (fori € {1,--- ,n}) is split in
£y-bit sub-elements and represented as a matrix A;

ai1,1 Q1N
A =
ai,r1 " Qi,L,N

N and ¢, being two security parameters (which in our implementation we set respectively to
48 and 16). Noting 5,4, the size of the largest element in the database, parameter L is set to
L := [Smaz/(N X £y)]. If a database element is smaller than L x N X ¢ the end of the matrix
filled up with a standard padding technique.
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Fig. 2. Scheme overview.

A user wanting to retrieve an element generates a query formed of n matrices (By,--- , By),
one for each database element. Each matrix is of dimension N x 2N with scalars in Z/pZ, p being



a 3/p-bit prime. If the user wants to retrieve element a;,, he generates a query such that the io-th
matrix has a special property that is invisible to the server. This property ensures that the user will
be able to extract from the server reply the desired element.

The user sends the query to the server hosting the database. To generate the reply, the server
multiplies the column concatenation of the database element matrices and the row concatenation of
the query matrices, as shown in Figure 2.

The resulting matrix, which we note R, is a L x 2N matrix with 3/,-bit scalars (in Z/pZ) and
thus, is six times larger than a database element matrix. Query size is n x N x 2N x 3¢y, which
for the given parameters results in 28 x n Kbytes. Using the recursive construction that Kushilevitz
and Ostrovsky proposed in the seminal paper on single-database PIR [2], it is possible to lower the
query size to 28 x d x n'/? Kbytes (for d levels of recursion). However recursion must be used
carefully as it results in a larger reply expansion factor, which becomes 6%. Recursion usage does
not change much PIR computational performance and thus we have not included it in the current
test implementation but should come in its next version.

2.2 Reply generation using GPGPU

The concept of general-purpose computation using graphics processing units (or GPGPU) has arosen
in recent years. GPGPU applications make use of graphic processing units (GPU) as massively par-
allel processors, turned away from their original purpose but nonetheless highly efficient in numer-
ous application domains. Combining both speed and bandwidth due to their parallel architecture
(and accessible cost), GPU are an attractive choice for complex computations compared to tradi-
tional CPU since they exhibit significant performance overheads, and are supported by constantly
improving high-level programming language provided by both GPU vendors and the academic com-
munity. GPU have now evolved from highly-specialized graphics processors into powerful, flexible
programmable units, and become increasingly popular for a wide range of applications [13, 14].

All the existing PIR schemes are highly parallelizable. However, in the classic schemes, the
basic operation for reply generation (per bit on the database) is a multiplication over a 1024 or
2048 bit modulus. The stream processors that form a GPU are not adapted to do directly such
operations and trying to do a straightforward parallelization would result in very poor performance.
The correct approach is to use the whole set of stream processors to split an exponentiation among
them. However, even if this approach has been proven to run 100 times faster than CPU computation
for a 190 bit modulus (see [15]), it only runs 2-3 times faster for 1024 bits modulus (see [16]).

The situation is very different for the protocol we have decided to implement. Indeed, the basic
operation (per group of ¢y bits in the database) is a multiplication of an ¢, = 16-bit scalar by a
3 x ¢y = 48-bit scalar, which can be efficiently encoded through SIMD (Simple Instruction Multiple
Data) instructions, on which GPUs are specialized. Each of these operations can be executed inside
a single stream processor and the large number of these processors in modern GPUs results in a
significative performance improvement.

2.3 Package description

Our implementation (on the client-side) uses NTL [17], the Number Theory Library of Victor Shoup,
and is distributed with it.'It is possible to compile the server and client with or without CUDA in

"'The . /install script provided with the package proposes the user to build and install it if needed.



order to test GPU and CPU or CPU-only performance. All the instructions for installation are given
with the package.

We have implemented a basic server that is compiled in the server directory during the in-
stallation process. The command PIRServer configfile [port] runs the server on port
port. The file configfile must contain a set of files (for example a few songs) that the server
will use to form the database element matrices Ay, --- , A,. Once these matrices are set up, the
server waits for a client connexion.

The client is located in the client directory and is run with PIRClient [port]. When
run, the client first asks for the server IP (the default being 127.0.0.1 for an easy test). Then,
it connects to the server, and receives a list of the filenames available. The user chooses an index
for a file and the client generates a query for this element using NTL. After the query is generated
(following the query generation algorithm described in [11]), it is sent to the server.
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Fig. 3. Block matrix multiplication.

Upon reception of the query, the server begins the reply computation. In the current implemen-
tation the server only handles one client at a time. In order to optimize cache usage, we have chosen
to use a block matrix multiplication algorithm. The database elements are split in matrix blocks of
10000 rows (see Figure 3) and the server asks iteratively the GPU to compute A; ; x B; and sum the
results progressively. After n iterations the server obtains 1?1 and sends it to the user while restarting
the process for each of the following block lines until sending Ry .



3 Computational performance

From a computational point of view, reply generation is the limiting factor for single-database PIR.
We will therefore not analyze the computational cost for a user to generate a query and to decode a
PIR reply.

In this section, we present the performance results between the GPU and the CPU approach
for Aguilar and Gaborit’s scheme. We also provide a comparison with two number-theory based
schemes. Lipmaa’s scheme [6] is the outcome of a set of protocols [2, 3, 5] based on homomorphic
encryption. Similarly, Gentry and Ramzan’s scheme [7] is the outcome of the second known ap-
proach to obtain number-theory PIR schemes. Note that other linear algebra based schemes than
Aguilar and Gaborit’s exist. However, their security has either been broken [18] or require parame-
ters resulting in unrealistic communication costs [10], and thus they have not been included in our
performance comparison.

Currently two PIR implementations are known to the authors. The first is a single-database PIR
implementation [19] that it is not at all focused on performance optimization and thus, no com-
parison is done with it. The second is a replicated-database PIR implementation presented at IEEE
Security & Privacy 2007 [20]. Computational issues in replicated-database PIR schemes are very
different from the ones in single-database schemes. Indeed, even the seminal replicated-database
PIR schemes presented Chor et al. in [1] were optimal from a computational cost point of view (one
bit operation per bit on the database). Computational complexity derives from other issues like try-
ing to add robustness properties to the distributed protocol, which has nothing to do with our work.
We therefore not compare our single-database PIR results with the implementation proposed in [20]
for robust replicated-database PIR schemes.

3.1 Experimental setup

We have not implemented Lipmaa’s and Gentry and Ramzan’s schemes. On the other hand, a pretty
good performance estimation can be done. Indeed, in these schemes, the server’s computational cost
is just a large set of standard repetitive operations (a 1024 or 2048 bit modular multiplication per bit
in the database). It is therefore very easy to make an analytical approximation of this cost. Moreover,
standard utilities, such as the openssl library, provide implementations of these operations optimized
for many years by the research community. These utilities allow to transform out analytical results
into practical figures with pretty good confidence that the result will be very close to the one of a
real implementation. We have set all the parameters in these protocols to optimize computational
performance. The results in our figure may decrease if these parameters vary.

We have run the tests over six different systems: three systems for the CPU tests and three for
the GPU tests. The three processors used for CPU tests correspond to:

— System 1: an Athlon™ 5000+ (2GHz, 1Mbyte of cache)
— System 2: an Intel® dual-core Xeon™ 5160 (3GHz, 4Mbytes of cache)
- System 3: an Intel® quad-core Xeon™ 5345 (2.33GHz, 4Mbytes of cache).

All the GPU tests have been done on a machine with an Athlon™ 5000+, using the following
graphics cards:

— System 1: a ASUS® GeForce™ 8600 GTS (32 stream processors 540MHz)



— System 2: an MSI® GeForce™ 8800 Ultra (128 stream processors 660MHz)
— System 3: two SLI enabled GeForce™ 8800 GTX graphics cards

The CPUs and GPUs used in the corresponding systems have similar prices (namely 1508, 5008
and 11009).

Each test has been run twenty times. We present only the mean value, the deviance being negli-
gible. Of course, this is the expected behaviour defined by the central limit theorem when running
millions of times a repetitive task (in this case executing a kernel in a stream processor). Each file
has been set to exactly 3 Mbytes, and the number of files to twelve.

Processing throughput is almost invariant on the number of files or on their size, as long as
the whole database can be cached into RAM. If not, there is a large performance drop, which comes
from the fact that we have not pipelined disk reads and computation. Indeed, the server computes the
whole answer for the data in the RAM and when finished stops computing and caches again another
block of data to the RAM before restarting computation. Pipelining and many other improvements
as recursion have not been implemented as this software is just meant to be a proof-of concept and
a very basic test tool for the moment.

3.2 Results

Figure 4 presents the throughput at which the database is processed when the server generates the
reply.

Scheme Processing throughput

System 1 System 2 System 3
Lipmaa' 160 Kbits/s 280 Kbits/s 490 Kbits/s
Gentry and Ramzan' 490 Kbits/s 890 Kbits/s 1500 Kbit/s
Aguilar and Gaborit (CPU)? 33 Mbits/s 130 Mbits/s 230 Mbits/s
Aguilar and Gaborit (GPU)? 270 Mbits/s 1.2 Gbits/s 2 Gbits/s

! Estimation using openssl speed rsa to evaluate analytical complexity (see Section 3.1).
% Experimental results using our implementation over 12 files of 3 Mbytes each.

Fig. 4. Computation performance comparison.

With any of the presented PIR schemes, when processing an n-element database, only one n-
th of the computation processes the element the user wants to get. Thus, in order to obtain the
throughput at which a user gets the element (after decoding the reply data), the results in Figure 4
must be divided by n. For example if the user retrieves a song from a 1000 files databases, the reply
decoding process will output the file at 270Kbits/s for the cheapest GPU tested.

There is a large leap between the performance of the linear algebra scheme and number theory
schemes, namely between a factor 100 using the CPU implementation and a factor 1000 with the



GPU implementation. Of course this result has an important impact in PIR usability. Indeed a server
will be able to use such a PIR scheme over larger databases, handling more users, and providing
more throughput.

This performance leap is critical. Indeed, in [21], Sion and Carbunar show that in a large variety
of situations number theory schemes are much slower than the trivial solution to the PIR problem
(i.e. downloading the whole database). The speedup of the trivial solution is a factor between 10
and 1000 (depending on whether the communications are done through a home connection, or a
high-speed LAN). The performance improvement that is brought by linear algebra schemes inverses
this factor. Thus, using a linear algebra scheme is the only way to be faster (and much more com-
munication efficient) than the trivial solution in the situations described by Sion and Carbunar.

4 Conclusion

We have presented a proof-of-concept implementation of a linear algebra PIR scheme which can
process over one Gbit/s of data with commodity graphics cards. This implementation allows also to
process 230 Mbits/s of data with a high-end CPU.

Using the openss1 library to test the performance attainable with existing schemes we have
proved that the linear algebra scheme is between 100 (for the CPU implementation) and 1000 (for
the GPU implementation) times faster than number theory schemes. We have noted the importance
of this improvement, specially considering the previous work on PIR usability by Sion and Carbunar.

As Aguilar and Gaborit note in [11], their scheme result in larger communication costs, but
with current bandwidths and through the usage of recursion it remains usable in many situations.
On the other side, their security assumptions are pretty new and thus, the security of the system
may be easier to break than for other schemes. In any case, the results we provide are true from a
general point of view for linear algebra schemes. Indeed, these schemes can be really fast, specially if
implemented over a GPU, and other schemes based on linear algebra should be carefully considered
(as for example the proposal of Gasarch and Yerukhimovich [10]).

As a consequence of the good performance results we would like to polish and complete our
implementation to transform it in a robust usable library for other users. We would also like to use
other hardware improvements that GPUs can provide but that we have been unable to test for the
moment. Finally we would like to implement an interface to common database languages such a
MySQL, etc.

We hope that the provided results will motivate further research in linear algebra PIR schemes,
and more generally in the privacy domain.
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