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1 Introduction

In this work, we consider the question of how to determine—in a privacy-preserving
way—the number of distinct users that have contacted an Internet service. This question
is particularly challenging in a distributed setting. In order to protect the users’ privacy,
the service operators should obviously not exchange information about user identities.
Then, however, it becomes challenging to determine the total number of distinct users
in the overall system without counting users more than once.

One key motivation for our work is the anonymization network Tor [3], and the
problems the Tor project is currently facing when it comes to estimating the number of
Tor users [6]. Tor node operators definitely shouldn’t exchange (or even record) explicit
information about locally observed IP addresses of Tor users. Nevertheless, it would
still be very interesting to obtain statistics about the total number of distinct users of the
system.

From a more general perspective, we are looking for a way to obtain the number
of distinct elements in a multiset of user IDs (e. g., in case of Tor, the IP addresses of
users). These user identifiers can occur multiple times at the same service entry point,
and they can occur at multiple entry points. No single point, however, will in general be
able to see the “whole” multiset.

In order to tackle this challenge, we start from an existing algorithm for probabilistic
counting [5]. This algorithm allows for estimating the total number of distinct elements
in a sequence of user IDs without keeping track of the IDs that have already been
seen. It also provides an interesting basis for obtaining such estimates in a distributed
fashion at multiple observation points. What is more, this approach already mitigates
the privacy problems to some extent. However, it does not fully eliminate the problems:
in the worst case, it is still possible to conclude with arbitrarily high probability that
a specific user was present. We thus proceed with modifications which avoid that an
attacker can gain an arbitrary amount of knowledge. Here, the knowledge gain of an
attacker can be considered as a privacy metric.

2 Naive Distributed Counting

In this section, we start by introducing the algorithmic basis of our approach—FM
sketches—, and how they could be used to determine the total number of users of a
distributed Internet service like Tor. In this first step, the application of FM sketches
will be quite naive, and we will see that it comes with severe privacy problems.



2.1 FM sketches

FM sketches, introduced in [5], are an algorithmic mean to estimate the cardinality of
a multiset M of n elements. Their low computational effort was the key original mo-
tivation behind them. However, as we will see, they also exhibit other very interesting
properties, which make them a promising basis for solving the problem considered here.
We will now outline the key ideas behind FM sketches; more details can be found in [5].

An FM sketch is based on a bit vector S = (s1, . . . ,sw), w ≥ 1, which is initialized
to zero. We also need a hash function h1 with geometrically distributed positive integer
output, where the probability that h1(x) = j (with j ≥ 1) for any randomly picked ele-
ment x equals P(h1(x) = j) = 2− j. Each element x ∈ M is hashed using h1. The hash
value is interpreted as an index in S, and the corresponding bit sh1(x) is set to one. This
leads to a bit pattern in S with many 1-bits on the left and many 0-bits on the right.

Flajolet and Martin found that a good estimate for the number of distinct elements
can be obtained from the length of the uninterrupted, initial sequence of ones in S, i. e.,
from Z := min

{
j ∈ N0 | s j+1 = 0

}
. There is a constant factor ϕ ≈ 0.77351 such that

n≈ 2Z/ϕ , so that estimates can be obtained on this basis.
The accuracy can be improved by using multiple sketches in parallel. The respective

technique is called Probabilistic Counting with Stochastic Averaging (PCSA) in [5].
Each element is first mapped to one of the sketches by using a uniformly distributed
hash function h2, and is then added to this (and only this) sketch. In the following, we
will use this variant. If m sketches are used with PCSA, then the estimate for the total
number of distinct items added is given by C = m ·2∑

m
i=1 Zi/m/ϕ , where Zi is the number

of leading 1-bits in the i-th sketch. One can identify a PCSA set with an m×w matrix,
where each row is a standard FM sketch. For a sufficiently large number of elements,
PCSA yields a standard error of approximately 0.78/

√
m [5]. Increasing m thus results

in a higher estimation accuracy.
Multiple FM sketches (and likewise PCSA matrices) can be merged to obtain the

total number of distinct elements added to at least one of them by a simple bit-wise
OR. Observe that combining the FM sketch with all elements of a multiset A and the
FM sketch with all elements of another, possibly overlapping multiset B using bit-wise
OR produces an FM sketch that is identical to the sketch of multiset A∪B. Elements
present in both A and B will not be counted twice, since the respective bit will always
have value 1 in both sketches. This duplicate insensitivity trait allows us to perform
distributed user counting.

2.2 Applying FM sketches for user counting

Now let us look at how we could apply FM sketches to distributed user counting.
Each service entry point might maintain a PCSA matrix with pre-configured dimen-
sions m×w. m and w as well as the hash functions h1,h2 are agreed on by the service
operators in advance. When a user with ID u contacts the service at one of the entry
points, u is hashed into the sketch matrix and the respective bit is set locally. Clearly,
if the same user contacts the entry point more than once, the user will not be counted
again, since the respective bit is already set. By evaluating the sketch generated by a
single entry point, we therefore obtain an estimate for the number of distinct users who
contacted the respective mirror.



If the sketch matrices from multiple service entry points are collected and merged
by a bit-wise logical OR, this results in a sketch for the total number of distinct users
contacting at least one of the respective service entry points. The users are therefore
counted in a duplicate insensitive way.

In the specific use case of Tor, the counting operation could be performed at the
directory mirrors. As already argued in [6], this is a reasonable design, because each
Tor user contacts at least one mirror during bootstrapping.

Since the user IDs are not exchanged directly, and typically many different user IDs
are mapped to the same bit, one might expect that the sketch does not reveal much infor-
mation about which specific users contacted the service. This conclusion is treacherous,
though. Recall that hash function h1, which selects the column in the sketch, is geomet-
rically distributed. Consequently, there are relatively few user IDs mapped to bits more
towards the right hand side of the sketch. If an attacker observes such a bit being set,
then it becomes suddenly very likely that a specific user has indeed been present in the
system. In the extreme case, an attacker knows for sure that only one single out of all
possible user IDs maps to a specific location in the sketch; if this bit is set to one, the
attacker can be sure that the user has contacted the service.

3 Privacy-Aware User Counting

In order to improve on the worst case behavior, we propose a perturbation technique.
Specifically, a service entry point will proceed just as discussed above and enable bits
according to the hash coordinates of the locally observed user IDs. In addition, though,
each bit in the sketch matrix will be set to one with a fixed, configured probability r.
While randomness has been used before in privacy-aware data bases, e. g. in [1, 4, 8],
existing approaches do not allow to obtain the statistics we are interested in.

By adding these randomly switched on bits, we add an additional source of “vague-
ness”: The attacker cannot make a definite decision whether a set bit has been set by
a corresponding user or whether it has been switched on at random. The fact that we
switch additional bits on uniformly at random has two important implications. First,
we set bits on the right hand side in our sketch with non-negligible probability, where,
as discussed above, an attacker is otherwise able to gain very substantial knowledge.
Second, when it comes to extracting estimates for the number of distinct users, the uni-
form distribution of the randomly set bits will allow us to separate their effects from the
geometrically distributed bits introduced by “real” users.

We now analyze this intuitive explanation of our approach and contrast it with the
naive user counting. Subsequently, we give a short note on how accurate estimates can
still be obtained. The question that we consider is how “sure” can an attacker be that a
specific user has contacted the service. This is expressed by the a-posteriori probability
of the user being there, after the information from the sketch is known. A probability
of one means that the user has contacted the service for sure, a probability of, e. g., 0.5
means that it is equally likely that the user has or hasn’t been there.

Clearly, this a-posteriori probability for the presence of a given user depends on
the attacker’s a-priori knowledge: how certain has the attacker been about the user be-
ing active before taking the information in the sketch into account? If the attacker, for
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(a) Without perturbation (r = 0)
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(b) With perturbation (r = 0.2).

Fig. 1. Privacy evaluation: knowledge gain (m = 8, n = 1000).

whatever reason, has been 99.9% sure that the user has been active, then the a-posteriori
probability will be at least 99.9%, as the attacker will not “lose” knowledge by looking
at the sketch. We therefore always look at the a-posteriori knowledge depending on the
attackers a-priori knowledge. The smaller the difference between the attacker’s a-priori
and a-posteriori knowledge, the less information an attacker can gain.

We are now interested in the probability P(u | (i, j),r) that the user has used the
service after the attacker has learned that bit (i, j) is set. Here, (i, j) denotes u’s position
in the sketch. r is our perturbation probability; consequently, r = 0 corresponds to the
naive case without perturbation. In order to determine the a-posteriori probability, we
start from the probability that a specific bit is set given that there was a total of n users
and given u’s a-priori probability P(u) of being present. Following the definition of FM
sketches in Sec. 2.1, this is P((i, j) | n,r) = 1−

(
1−1/(m ·2 j)

)n · (1−P(u)) · (1− r).
We then apply Bayes’ theorem [2] and obtain

P(u | (i, j),r) =
P(u)

1−
(

1− 1
m·2 j

)n
· (1−P(u)) · (1− r)

. (1)

One can see that the a-posteriori probability depends on several parameters, includ-
ing j, n, m, r, and P(u). In particular, the equation supports our intuition that bits to the
right, to which a lower number of users are mapped, are more problematic: the higher
the column index j, the more information an attacker gains if the bit is actually set.

Since our aim must be to protect the privacy of all users, we have to take the worst
case into account. This can be done by taking the limit of the a-posteriori probability
for j→ ∞. This limit is given by

lim
j→∞

P(u | (i, j),r) =
P(u)

P(u)+ r− r ·P(u)
. (2)

Observe that for r = 0 the limit turns out to be equal one for P(u) > 0. However, for
r > 0 the a-posteriori probability does no longer converge to 1; there is a significant
remaining uncertainty for an attacker even for large j. Consequently, we achieved our
aim of mitigating the worst case. This relation is shown in Figure 1 with and without
perturbation for varying j.

Now, the question arises how to still calculate accurate results despite the randomly
added bits. Using the standard FM sketch evaluation formula above would lead to mas-



sive estimation errors, since the additional bits may increase the length of the initial
sequence of ones in a sketch.

In [7], a related problem occurred. Even though the reasons for the perturbations
and the problem setting are in fact quite different, the problem can be tackled with
similar means. In short, the constant ϕ in Flajolet and Martin’s estimation formula
can be adapted according to the probability r. Along similar lines as in [7], the new
constant ϕr can be obtained from ϕr = limn→∞(2E[Z|n,r]/n), where E[Z | n,r] is the
(easily derived) expected value of Z for n distinct elements and additional bits switched
on uniformly at random with probability r. If ϕr is used in the role of ϕ , the estimation
error is compensated. For a deeper understanding we refer to [7].

4 Conclusion

We presented a methodology to count users based on their observed user IDs in a dis-
tributed and privacy-preserving manner. The algorithmic properties of FM sketches pro-
vide a way to deal with duplicate occurrences of user IDs, due to users contacting mul-
tiple times the same and/or different service entry points.

However this naive approach has severe shortcomings with respect to user privacy,
at least in the worst case. We showed that this can be overcome by a perturbation tech-
nique that sets additional bits to one uniformly at random. In order to still calculate de-
cent estimations by our modified FM sketches, we showed how the evaluation method-
ology can be adjusted. With respect to the specific use case of Tor user counting, our
proposed method could be applied to estimate the number of Tor users at high accuracy,
without compromising anonymity.
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