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Abstract. Protecting individuals’ privacy in online communications has
become a challenge of paramount importance. To this end, anonymous
communication (AC) protocols such as the widely used Tor network have
been designed to provide anonymity to their participating users. While
AC protocols have been the subject of several security and anonymity
analyses in the last years, there still does not exist a framework for
analyzing complex systems such as Tor and their different anonymity
properties in a unified manner.
In this work we present AnoA: a generic framework for defining, analyzing,
and quantifying anonymity properties for AC protocols. AnoA relies on
a novel relaxation of the notion of (computational) differential privacy,
and thereby enables a unified quantitative analysis of well-established
anonymity properties, such as sender anonymity, sender unlinkability, and
relationship anonymity. While an anonymity analysis in AnoA can be
conducted in a purely information theoretical manner, we show that the
protocol’s anonymity properties established in AnoA carry over to secure
cryptographic instantiations of the protocol.

1 Introduction

Privacy enhancing technologies, such as anonymous communication (AC) proto-
cols, seek to protect users’ privacy by anonymizing their communication over the
Internet. Employing AC protocols has become increasingly popular over the last
decade. This popularity is exemplified by the success of the Tor network [40].

There has been a substantial amount of previous work [38, 13, 35, 36, 28, 24,
37, 12, 18, 19, 23, 2, 20] on analyzing the anonymity provided by various AC
protocols such as dining cryptographers network (DC-net) [10], Crowds [33], mix
network (Mixnet) [9], and onion routing (e.g., Tor) [32]. However, most of the
previous works only consider a single anonymity property for a particular AC
protocol under a specific adversary scenario.

? This work appeared at IEEE CSF 2013.
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Prior to this work, there is no framework that is both expressive enough
to unify and compare relevant anonymity notions (such as sender anonymity,
sender unlinkability, and relationship anonymity), and that is also well suited for
analyzing complex cryptographic protocols.

1.1 Contributions

As a first contribution, we present the novel anonymity analysis framework
AnoA. In AnoA we define and analyze anonymity properties of AC protocols.
Our anonymity definition is based on a novel generalization of differential privacy,
a notion for privacy preserving computation that has been introduced by Dwork et
al. [15, 16]. The strength of differential privacy resides in a strong adversary that
has maximal control over two adjacent settings that it has to distinguish. However,
applying differential privacy to AC protocols seems impossible. While differential
privacy does not allow for leakage of (potentially private) data, AC protocols
inherently leak to the recipient the data that a sender sends to this recipient. We
overcome this contradiction by generalizing the adjacency of settings between
which an adversary has to distinguish by introducing an explicit adjacency
function α.

As a second contribution, we formalize the well-established notions of sender
anonymity, (sender) unlinkability, and relationship anonymity in our framework,
by introducing appropriate adjacency functions. We discuss why our anonymity
definitions accurately capture these notions, and show for sender anonymity and
(sender) unlinkability that our definition is equivalent to the definitions from the
literature.

In the extended version [3] we also compare our formalizations of the anonymity
notions. Additionally we apply our framework to the most successful AC protocol—
Tor. We consider known system-level attacks, such as website fingerprinting and
traffic correlation and a known countermeasure for Tor’s high sensitivity to
compromised nodes: the entry guards mechanism. We illustrate that proving
sender anonymity, sender unlinkability, and relationship anonymity against passive
adversaries boils down to a combinatoric analysis, purely based on the number
of corrupted nodes in the network.

2 Notation

We introduce some of the notation used throughout the paper. We differentiate
between two different kinds of assignments: a := b denotes a being assigned the
value b, and a← β denotes that a value is drawn from the distribution β and a is

assigned the outcome. In a similar fashion i
R←I denotes that i is drawn uniformly

at random from the set I.
Probabilities are given over a probability space which is explicitly stated

unless it is clear from context. For example Pr[b = 1 : b
R←{0, 1}] denotes the

probability of the event b = 1 in the probability space where b is chosen uniformly
at random from the set {0, 1}.
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Our security notion is based on interacting Turing Machines (TM). We use
an oracle-notation for describing the interaction between an adversary and a
challenger: AB denotes the interaction of TM A with TM B where A has oracle
access to B. Whenever A activates B again, B will continue its computation on
the new input, using its previously stored state. A can then again activate B with
another input value, and B will continue its computation with the new input,
using its previously stored state. This interaction continues until A returns an
output, which is considered the output of AB.

In this paper we focus on computational security, i.e. all machines are com-
putationally bounded. More formally, we consider probabilistic, polynomial time
(PPT) TMs, which we denote with PPT whenever required.

3 The AnoA Framework

3.1 Protocol Model

Anonymous communication (AC) protocols are distributed protocols that enable
multiple users to anonymously communicate with multiple recipients. Formally,
an AC protocol is an interactive Turing machine. We associate a protocol with a
user space U , a recipient space R and an auxiliary information space Aux. Users’
actions are modeled as an input to the protocol and represented in the form of
an ordered input table. Each row in the input table contains a user u ∈ U that
performs some action, combined with a list of possible recipients ri ∈ R together
with some auxiliary information aux. The meaning of aux depends on the nature
of the AC protocol. Based on the AC protocol, auxiliary information can specify
the content of a message that is sent to a recipient or may contain a symbolic
description of user behavior. We can think of the rows in the input table as a list
of successive input to the protocol.

Definition 1 (Input tables). An input table D of size t over a user space U ,
a recipient space R and an auxiliary information space Aux is an ordered table
D = (d1, d2, . . . , dt) of tuples dj = (uj , (rji, auxji)

`
i=1), where uj ∈ U , rji ∈ R

and auxji ∈ Aux.

A typical adversary in an AC protocol can compromise a certain number of
parties. We model such an adversary capability as static corruption: before the
protocol execution starts A may decide which parties to compromise.

Our protocol model is generic enough to capture multi-party protocols in
classical simulation-based composability frameworks, such as the UC [8], the
IITM [27] or the RSIM [4] framework. In particular, our protocol model com-
prises ideal functionalities, trusted machines that are used in simulation-based
composability frameworks to define security. It is straightforward to construct a
wrapper for such an ideal functionality of an AC protocol that translates input
tables to the expected input of the functionality.
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3.2 Generalized Computational Differential Privacy

For privacy preserving computations the notion of differential privacy (DP) [15,
16] is a standard for quantifying privacy. Informally, differential privacy of a
mechanism guarantees that the mechanism does not leak any information about
a single user–even to an adversary that has auxiliary information about the rest
of the user base. It has also been generalized to protocols against computationally
bounded adversaries, which has led to the notion of computational differential
privacy (CDP) [29]. In computational differential privacy two input tables are
compared that are adjacent in the sense that they only differ in one row, called
the challenge row. The definition basically states that no PPT adversary should
be able to determine which of the two input tables was used.

For anonymity properties of AC protocols, such a notion of adjacency is
too strong. One of the main objectives of an AC protocol is communication:
delivering the sender’s message to the recipient. However, if these messages carry
information about the sender, a curious recipient can determine the sender (see
the following example).

Example 1: Privacy. Consider an adversary A against the “computational differ-
ential privacy” game with an AC protocol. Assume the adversary owns a recipient
evilserver.com, that forwards all messages it receives to A. Initially, A sends
input tables D0, D1 to the IND-CDP challenger that are equal in all rows but
one: In this distinguishing row of D0 the party Alice sends the message “I am
Alice!” to evilserver.com and in D1, the party Bob sends the message “I am
Bob!” to evilserver.com. The tables are adjacent in the sense of computational
differential privacy (they differ in exactly one row). However, no matter how well
the identities of recipients are hidden by the protocol, the adversary can recognize
them by their messages and thus will win the game with probability 1. �

Our generalization of CDP allows more fine-grained notions of adjacency; e.g.,
adjacency for sender anonymity means that the two tables only differ in one row,
and in this row only the user that sends the messages is different. In general, we
say that an adjacency function α is a randomized function that expects two input
tables (D0, D1) and either outputs two input tables (D′0, D

′
1) or a distinguished

error symbol ⊥. Allowing the adjacency function α to also modify the input tables
is useful for shuffling rows, which we need for defining relationship anonymity
(see Definition 6).

CDP, like the original notion of differential privacy, only considers trusted
mechanisms. In contrast to those incorruptible, monolithic mechanisms we con-
sider arbitrary protocols, and thus even further generalize and strengthen CDP:
we grant the adversary the possibility of compromising parties in the mechanism
in order to accurately model the adversary.

For analyzing a protocol P, we define a challenger Ch(P, α, b∗) that expects
two input tables D0,D1 from a PPT adversary A. The challenger Ch calls the
adjacency function α on (D0, D1). If α returns ⊥ the challenger halts. Otherwise,
upon receiving two (possibly modified) tables D′0, D

′
1, Ch chooses D′b, depending

on its input bit b∗, and successively feeds one row after the other to the pro-
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tocol P.4 We assume that the protocol upon an input (u, (ri, auxi)
`
i=1), sends

(ri, auxi)
`
i=1 as input to party u. In detail, upon a message (input,D0,D1) sent

by A, Ch(P, α, b∗) computes (D′0,D
′
1)← α(D0,D1). If (D′0,D

′
1) 6= ⊥, Ch runs

P with the input table D′b and forwards all messages that are sent from P to
A and all messages that are sent from A to P. At any point the adversary may
output his decision b.

Our definition depends on two parameters: ε and δ. As in the definition of
differential privacy, ε quantifies the degree of anonymity (see Example 3). The
anonymity of commonly employed AC protocols also break down if certain distin-
guishing events happen, e.g., when an entry guard of a Tor user is compromised.
Similar to CDP, the probability that such a distinguishing event happens is
quantified by the parameter δ. However, in contrast to CDP, this δ is typically
non-negligible and depends on the degree of corruption in the AC network. As a
next step, we formally define (ε, δ)-α-IND-CDP.

Definition 2 ((ε, δ)-α-IND-CDP). Let Ch be the challenger from Figure 1.
The protocol P is (ε, δ)-α-IND-CDP for α, where ε ≥ 0 and 0 ≤ δ ≤ 1, if for
all PPT-adversaries A:

Pr[b = 0 : b←ACh(P,α,0)] ≤ eε · Pr[b = 0 : b←ACh(P,α,1)] + δ

A note on the adversary model. While our adversary initially constructs the
two input tables in their entirety, our model does not allow the adversary to
adaptively react to the information that it observes by changing the behaviors
of users. This is in line with previous work, which also assumes that the user
behavior is fixed before the protocol is executed [18, 20].

As a next step towards defining our anonymity properties, we formally intro-
duce the notion of challenge rows. Recall that challenge rows are the rows that
differ in the two input tables.

Definition 3 (Challenge rows). Given two input tables A = (a1, a2, . . . , at)
and B = (b1, b2, . . . , bt) of the same size, we refer to all rows ai 6= bi with
i ∈ {1, . . . , t} as challenge rows. If the input tables are of different sizes, there
are no challenge rows. We denote the challenge rows of D as CR(D).

3.3 Anonymity Properties

In this section, we present our (ε, δ)-α-IND-CDP based anonymity definitions
in which the adversary is allowed to choose the entire communication except for
the challenge rows, for which he can specify two possibilities. First, we define
sender anonymity, which states that a malicious recipient cannot decide, for two
candidates, to whom he is talking even in the presence of virtually arbitrary
auxiliary information. Second, we define user unlinkability, which states that a
malicious recipient cannot decide whether it is communicating with one user or
with two different users, in particular even if he chooses the two possible rows.

4 In contrast to IND-CDP, we only consider PPT-computable tables.
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Upon message(input, D0, D1)
(only once)

compute (D′0, D
′
1)←α(D0, D1)

if (D′0, D
′
1) 6= ⊥ then

run P on the input table D′b and
forward all messages that are sent
by P to the adversary A and send
all messages by the adversary to
P.

αSA(D0, D1)

if ||D0|| 6= ||D1|| then
output ⊥

if CR(D0) = ((u0, R))
∧ CR(D1) = ((u1, R)) then

output (D0, D1)
else

output ⊥

Fig. 1. The challenger Ch(P, α, b) for the adjacency function α and the adjacency
function αSA for sender anonymity.

Third, we define relationship anonymity, which states that an adversary (that
potentially controls some protocol parties) cannot relate sender and recipient in
a communication.

Our definitions are parametrized by ε and δ. We stress that all our definitions
are necessarily quantitative. Due to the adversary’s capability to compromise parts
of the communication network and the protocol parties, achieving overwhelming
anonymity guarantees (i.e., for a negligible δ) for practical AC protocols is
infeasible.

Sender Anonymity. Sender anonymity requires that the identity of the sender
is hidden among the set of all possible users. In contrast to other notions from
the literature, we require that the adversary is not able to decide which of two
self-chosen users have been communicating. Our notion is stronger than the usual
notion, and in Section 4 we exactly quantify the gap between our notion and the
notion from the literature.

We formalize our notion of sender anonymity with the definition of an adja-
cency function αSA as depicted in Figure 1. Basically, αSA merely checks whether
in the challenge rows everything except for the user is the same.

Definition 4 (Sender anonymity). A protocol P provides (ε, δ)-sender anonymity
if it is (ε, δ)-α-IND-CDP for αSA as defined in Figure 1.

Example 2: Sender anonymity. The adversary A decides that he wants to use
users Alice and Bob in the sender anonymity game. It sends input tables D0, D1

such that in the challenge row of D0 Alice sends a message m∗ of A’s choice
to a (probably corrupted) recipient, e.g. evilserver.com, and in D1, instead of
Alice, Bob sends the same message m∗ to the same recipient evilserver.com. The
adjacency function αSA makes sure that only one challenge row exists and that
the messages and the recipients are equal. If so, it outputs D0, D1 and if not it
outputs ⊥. �

Notice that analogously recipient anonymity (αRA) can be defined: the adja-
cency function then checks that the challenge rows only differ in one recipient.
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The value of ε. In the extended version of this paper [3] we analyze the widely
used AC protocol Tor. We show that if every node is uniformly selected then Tor
satisfies sender anonymity with ε = 0. If the nodes are selected using preferences,
e.g., in order to improve throughput and latency, ε and δ may increase.5

Recall that the value δ describes the probability of a distinguishing event,
and if this distinguishing event occurs, anonymity is broken. In the sender
anonymity game for Tor this event occurs if the entry guard of the user’s circuit
is compromised. If a user has a preference for the first node, the adversary can
compromise the most likely node. Thus, a preference for the first node in a circuit
increases the probability for the distinguishing event (δ). However, if there is a
preference for the second node in a circuit, corrupting this node does not lead to
the distinguishing event but can still increase the adversary’s success probability
by increasing ε. Consider the following example.

Example 3: The value of ε. Assume that the probability that Alice chooses a

specific node N as second node is 1
40 and the probability that Bob uses N as second

node is 3
40 . Further assume that for all other nodes and users the probabilities

are uniformly distributed. Suppose the adversary A corrupts N . If A observes
communication over the node N , the probability that this communication originates
from Bob is 3 times the probability that it originates from Alice. Thus, with such
preferences Tor only satisfies sender anonymity with ε = ln 3. �

Sender Unlinkability. A protocol satisfies sender unlinkability, if for any two
actions, the adversary cannot determine whether these actions are executed by
the same user [31]. We require that the adversary does not know whether two
challenge messages come from the same user or from different users. We formalize
this intuition by letting the adversary send two input tables with two challenge
rows, respectively. Each input table Dx carries challenge rows in which a user
ux sends a message to two recipients Ru, Rv. We use the shuffling abilities of
the adjacency function αUL as defined in Figure 2, which makes sure that D′0
will contain the same user in both challenge rows, whereas D′1 will contain both
users. As before, we say a protocol P fulfills sender unlinkability, if no adversary
A can sufficiently distinguish Ch(P , αUL, 0) and Ch(P , αUL, 1). This leads to the
following concise definition.

Definition 5 (Sender unlinkability). A protocol P provides (ε, δ)-sender un-
linkability if it is (ε, δ)-α-IND-CDP for αUL as defined in Figure 2.

Example 4: Sender unlinkability. The adversary A decides that he wants to use
users Alice and Bob in the unlinkability game. He sends input tables D0, D1

such that in the challenge rows of D0 Alice sends two messages to two recipients
and in D1, Bob sends the same two messages to the same recipients. Although
initially “the same user sends the messages” would be true for both input tables,
the adjacency function αUL changes the challenge rows in the two input tables
D0,D1. In the transformed input tables D′0,D

′
1, only one of the users (either

5 Previous work discusses the influence of node selection preferences on Tor’s anonymity
guarantees, e.g., [1].
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αUL(D0, D1)

if ||D0|| 6= ||D1|| then
output ⊥

if CR(D0) = ((u0, Ru), (u0, Rv))
∧CR(D1) = ((u1, Ru), (u1, Rv))
then

(c0,u, c0,v) := CR(D0)
(c1,u, c1,v) := CR(D1)

x
R← {0, 1}, y R← {u, v}

Replace cx,y with c(1−x),y in Dx

output (Dx, D1−x)
else

output ⊥

αRel(D0, D1)

if ||D0|| 6= ||D1|| then
output ⊥

if CR(D0) = ((u0, Ru))
∧CR(D1) = ((u1, Rv)) then

x
R← {0, 1}, y R← {0, 1}

if x = 1
then CR(D0) := (u1, Rv)

if y = 1
then CR(D1) := (u0, Rv)
else CR(D1) := (u1, Ru)

output (D0, D1)
else output ⊥

Fig. 2. The adjacency function αRel for relationship anonymity. and the adjacency
function αUL for sender unlinkability.

Alice or Bob) will send both messages in D′0 , whereas one message will be sent
by Alice and the other by Bob in D′1. �

Relationship Anonymity. P satisfies relationship anonymity, if for any action,
the adversary cannot determine sender and recipient of this action at the same
time [31]. We model this property by letting the adjacency αRel check whether
it received an input of two input tables with a single challenge row. We let the
adjacency function αRel shuffle the recipients and sender such that we obtain the
four possible combinations of user and recipient. If the initial challenge rows are
(u0, R0) and (u1, R1), αRel will make sure that in D′0 one of those initial rows is
used, where in D′1 one of the rows (u0, R1) or (u1, R0) is used.

We say that P fulfills relationship anonymity, if no adversary can sufficiently
distinguish Ch(P, αRel, 0) and Ch(P, αRel, 1).

Definition 6 (relationship anonymity). A protocol P provides (ε, δ)-relationship
anonymity if it is (ε, δ)-α-IND-CDP for αRel as defined in Figure 2.

Example 5: Relationship anonymity. The adversary A decides that he wants to
use users Alice and Bob and the recipients Charly and Eve in the relationship
anonymity game. He wins the game if he can distinguish between the scenario

“0” where Alice sends m1 to Charly or Bob sends m2 to Eve and the scenario “1”
where Alice sends m2 to Eve or Bob sends m1 to Charly. Only one of those four
possible input lines will be fed to the protocol.
A sends input tables D0, D1 such that in the challenge row of D0 Alice sends

m1 to Charly and in D1, Bob sends m2 to Eve. Although initially ‘scenario
0” would be true for both input tables, the adjacency function αRel changes the
challenge rows in the two input tables D0,D1 such that in D′0 one of the two
possible inputs for scenario “0” will be present (either Alice talks to Charly or
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Bob talks to Eve) and in D′1 one of the two possible inputs for scenario “1” will
be present (either Bob talks to Charly or Alice talks to Eve). �

4 Studying our Anonymity Definitions

In this section, we show that our anonymity definitions indeed capture the
anonymity notions from the literature. We compare our notions to definitions
that are directly derived from informal descriptions in the seminal work by
Pfitzmann and Hansen [31].

4.1 Sender Anonymity

The notion of sender anonymity is introduced in [31] as follows:

Anonymity of a subject from an attacker’s perspective means that the
attacker cannot sufficiently identify the subject within a set of subjects,
the anonymity set.

From this description, we formalize their notion of sender anonymity. For any
message m and adversary A, any user in the user space is equally likely to be
the sender of m.

Definition 7 (δ-sender anonymity). A protocol P with user space U of size
N has δ-sender anonymity if for all PPT-adversaries A

Pr
[
u∗ = u : u∗←ASACh(P,u), u

R←U
]
≤ 1

N
+ δ,

where the challenger SACh as defined as in Figure 3.

Note that SACh slightly differs from the challenger Ch(P, α, b) in Figure 1: It
does not require two, but just one input table in which a single row misses its
sender. We call this row the challenge row.

This definition is quite different from our interpretation with adjacency
functions. While αSA requires A to simply distinguish between two possible
outcomes, Definition 7 requires A to correctly guess the right user. Naturally, αSA

is stronger than the definition above. Indeed, we can quantify the gap between
the definitions: Lemma 8 states that an AC protocol satisfies (0, δ)-αSA implies
that this AC also has δ-sender anonymity. The proofs for these lemmas can be
found in the extended version [3].

Lemma 8 (sender anonymity). For all protocols P over a (finite) user space
U of size N it holds that if P has (0, δ)-α-IND-CDP for αSA, P also has δ-sender
anonymity as in Definition 7.

In the converse direction, we lose a factor of 1
N in the reduction, where N is

the size of the user space. If an AC protocol P provides δ-sender anonymity, we
only get (0, δ ·N)-αSA for P.

Lemma 9. For all protocols P over a (finite) user space U of size N it holds that
if P has δ-sender anonymity as in Definition 7, P also has (0, δ ·N)-α-IND-CDP
for αSA.
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Upon message (input, D)
(only once)

if ∃! challenge row in D then
Place user u in the challenge
row of D.
Run P on the input table D and
forward all messages to A

Upon message (input, D)
(only once)

if exactly 2 rows in D are missing
the user then
u0

R←U , u1
R←U \ {u0}

if b = 0 then
Place u0 in both rows.

else
Place u0 in the first and u1 in
the second row.

Run P on input table D and for-
ward all messages to A

Fig. 3. The challenger ULCh(P, b) and the challenger SACh(P, u)

4.2 Unlinkability

The notion of unlinkability is defined in [31] as follows:

Unlinkability of two or more items of interest (IOIs, e.g., subjects, mes-
sages, actions, ...) from an attacker’s perspective means that within the
system (comprising these and possibly other items), the attacker cannot
sufficiently distinguish whether these IOIs are related or not.

Again, we formalize this in our model. We leave the choice of potential other
items in the system completely under adversary control. Also, the adversary
controls the “items of interest” (IOI) by choosing when and for which recipi-
ent/messages he wants to try to link the IOIs. Formally, we define a game between
a challenger ULCh and an adversary A as follows: First, A chooses a input table
D, but leaves the place for the users in two rows blank. The challenger then
either places one (random) user in both rows or two different (random) users in
each and then runs the protocol and forwards all output to A. The adversary
wins the game if he is able to distinguish whether the same user was placed in
the rows (i.e. the IOIs are linked) or not.

Definition 10 (δ-sender unlinkability). A protocol P with user space U has
δ-sender unlinkability if for all PPT-adversaries A∣∣Pr [b = 0 : b←AULCh(P,0)

]
− Pr

[
b = 0 : b←AULCh(P,1)

] ∣∣ ≤ δ
where the challenger ULCh is as defined in Figure 3.

We show that our notion of sender unlinkability using the adjacency function
αUL is much stronger than the δ-sender unlinkability Definition 10: (0, δ)-αUL

for an AC protocol directly implies δ-sender unlinkability; we do not lose any
anonymity.
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Lemma 11 (sender unlinkability). For all protocols P over a user space U it
holds that if P has (0, δ)-α-IND-CDP for αUL, P also has δ-sender unlinkability
as in Definition 10.

For the converse direction, however, we lose a factor of roughly N2 for our
δ. Similar to above, proving that a protocol provides δ-sender unlinkability only
implies that the protocol is (0, δ ·N(N − 1))-α-IND-CDP for αUL.

Lemma 12 (sender unlinkability). For all protocols P over a user space U
of size N it holds that if P has δ-sender unlinkability as in Definition 10, P also
has (0, δ ·N(N − 1))-α-IND-CDP for αUL.

4.3 Relationship Anonymity

While for sender anonymity and sender unlinkability our notions coincide with
the definitions used in the literature, we find that for relationship anonymity,
many of the interpretations from the literature are not accurate. In their Mixnet
analysis, Shmatikov and Wang [37] define relationship anonymity as ‘hiding the
fact that party A is communicating with party B’. Feigenbaum et al. [19] also take
the same position in their analysis of the Tor network. However, in the presence
of such a powerful adversary, as considered in this work, these previous notions
collapse to recipient anonymity since they assume knowledge of the potential
senders of some message.

We consider the notion of relationship anonymity as defined in [31]: the
anonymity set for a message m comprises the tuples of possible senders and
recipients; the adversary wins by determining which tuple belongs to m. However,
adopting this notion directly is not possible: an adversary that gains partial
information (e.g. if he breaks sender anonymity), also breaks the relationship
anonymity game, all sender-recipient pairs are no longer equally likely. Therefore
we think that approach via the adjacency function gives a better definition of
relationship anonymity because the adversary needs to uncover both sender and
recipient in order to break anonymity.

5 Related Work

Pfitzmann and Hansen [31] develop a consistent terminology for various relevant
anonymity notions; however, their definitions lack formalism. Nevertheless, these
informal definitions form the basis of almost all recent anonymity analysis, and
we also adopt their terminology and definitions in our AnoA framework.

Our relaxation of differential privacy is not the first variation of differential pri-
vacy (DP). Gehrke et al. recently introduced the stronger notion of zero-knowledge
privacy [22] and the relaxed notion of crowd-blending privacy [21]. Similar to DP,
these notions are not suited for the analysis of AC protocols. However, extending
the crowd-blending privacy notion with corruptible distributed mechanisms and
flexible adjacency functions would allow capturing the notion of k-anonymity for
AC protocols. We could imagine applying the resulting concept to Mixnets, in
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which each mix waits for a certain amount of time: if at least k messages arrive,
they are processed, otherwise they are discarded; however, discarding messages
in such a way may not be acceptable in a real world application.

Efforts to formally analyze anonymity properties have already been made
using communicating sequential processes (CSP) [34], epistemic logic [39, 24],
Kripke structures [26], and probabilistic automata [2]. However, these formalisms
have only being applied to simple protocols such DC-net. Since it’s not clear if
these frameworks can capture an adversary with auxiliary information, it seems
difficult to model complex protocols such as onion routing and its traffic analysis
attacks. It still presents an interesting challenge to relate the probabilistic notions
among those mentioned above (e.g. [24, 2]) to our anonymity framework.

There have been analyses which focus on a particular AC protocol, such as
[35, 12, 37, 23] for Mixnet, [5, 2] for DC-net, [13, 36] for Crowds, and [38, 28, 18,
19, 20] for onion routing. Most of these study a particular anonymity property in a
particular scenario and are not flexible enough to cover the emerging system-level
attacks on the various AC protocols. The most recent result [20] among these by
Feigenbaum, Johnson and Syverson models the OR protocol in a simplified black-
box abstraction, and studies a notion of relationship anonymity notion which is
slightly different from ours: they require the adversary to identify the destination
of a user’s message. As discussed in Section 4.3, this formalization of relationship
anonymity is weaker than ours. Moreover, it is not clear how to extend their
model to other system-level scenarios such fingerprinting attacks [30, 7, 17].

Hevia and Micciancio [25] introduce an indistinguishability based framework
for the analysis of AC protocols. While they take a similar approach as in AnoA,
there are some notable differences: The first difference is that their anonymity
definition does not consider compromised parties; as a consequence, they only
define qualitative anonymity guarantees. While the authors discuss corruption
as a possible extension, for most real world AC protocols they would have to
adjust their notion to a quantitative anonymity notion as in AnoA. The second
difference is the strength of the adversary: our adversary can determine the order
in which messages are sent through the network, whereas Hevia and Micciancio
only allow the attacker to specify which party sends which messages to whom.

6 Future Directions

In the extended version [3], we conduct a thorough analysis of Tor against passive
attackers and prove sender anonymity, sender unlinkability and relationship
anonymity for ε = 0. In our analysis of Tor we did not consider the impact of
preferences. If certain nodes are more likely for a given user (e.g. for efficiency
reasons), anonymity can (and will) decrease. As illustrated in Example 3, when
analyzing Tor with preferences, the value for ε may be larger than zero.

The next step will be to investigate adaptively corrupting adversaries and
active attacks on Tor such as selective DoS attacks [6]. We also plan to analyze
the influence of Tor’s node selection policies [14] and of a priori probability
distributions over the users [20] on Tor’s anonymity properties. Moreover, we
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will apply AnoA to other AC protocols such as Mixnets [9] and the DISSENT
system [11].

On the framework level we will investigate other anonymity notions such as
unobservability and undetectability [31], and their relation to the notions we
already defined in this paper.
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