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1. INTRODUCTION
In this talk, we will describe a plan for the development

of a wide-area testbed for the Tor anonymity system. Our
proposed testbed would have the ability to directly run real-
world software for anonymous communication, including sup-
port for clients, relays, and other critical components of Tor,
such as directory services and bandwidth authorities. Re-
searchers could select the experimental parameters, includ-
ing user models, upload modified versions of Tor and asso-
ciated scripts, and run an instance for a period of time.

In the rest of this talk abstract, we lay out the motivations
for having a testbed, the characteristics and use cases we
anticipate, and the goals for the HotPETs talk.

2. MOTIVATION FOR A TESTBED
The Tor testbed will enable improved research efforts in a

range of areas that are relevant to anonymity in general and
Tor in particular. It will allow multiple research groups to
experiment with anonymity protocols, such as those used for
defenses against traffic analysis [3, 14], AS-aware or trusted
path selection [11], faster path selection [5], transport de-
sign [8], load balancing [12], and safe data collection [9]. It
will enable research that evaluates attacks against Tor [10,
16], as well as defenses against these attacks in a way that
does not endanger the privacy of real Tor users.

The proposed testbed can have a transformative impact
on anonymity research, especially involving topics that have
a strong dependency on the network layer of communica-
tions. In most existing evaluation frameworks, such as Shadow
[1, 7] and ExperimenTor [2], the network layer is partially
abstracted away. This means that attacks that rely heavily
on timing information, such as end-to-end correlation [13],
congestion-based attacks [4], and latency- and bandwidth-
based attacks [6, 15], cannot be reliably studied in these
frameworks. Many of these attacks have thus been tested
in the live Tor network, which can harm performance and
security of Tor users. Also, any system promising perfor-
mance gains has only limited basis to estimate delays due to
the underlying network.

Beyond its uses in research, this testbed will be critical
to bringing ideas from the research world into deployment
in Tor. Currently, there is a gap between research-based
evaluations of an idea in a simulation platform like Shadow
and the kind of extensive testing that would be necessary
before deployment in a live network. This gap slows inno-
vation, since Tor is rightfully loathe to deploy a new idea
when it may lead to issues that could adversely affect users.

The testbed we envision would bridge that gap and enable
Tor to have more confidence that new ideas would work as
intended. This helps not only the research areas that need
detailed networking experiments, but also changes to Tor for
which simulation is sufficient in the research sense, such as
guard selection.

3. TESTBED CHARACTERISTICS
In this section, we outline the salient characteristics and

design goals of our proposed testbed.

• Real Tor code: To reduce the gap between evaluation
of a research idea, and practical deployment in Tor,
the proposed testbed should run real Tor code.

• Wide-area network: An important limitation in exist-
ing approaches for private Tor deployment is that they
are often use co-located machines in a single organiza-
tion. It is important for the testbed to be wide-area,
to incorporate realistic network latency, throughput,
routing and failure characteristics.

• Testbed configuration: The testbed should provide sup-
port for flexible configurations, such as for traffic gen-
eration and relay workload. This allows researchers to
perform a ”what-if” analysis and to reason about the
Tor network at multiple scales.

4. USE CASES
In this section, we provide example use cases that cur-

rently have no outlet via existing experimentation techniques
but can be enabled via our proposed testbed.

• Practical traffic analysis: A long-standing challenge for
traffic analysis research is to quantify the vulnerabil-
ity of the Tor network to correlation and fingerprinting
attacks. Attacking the real Tor network, however, in-
troduces significant ethical challenges. Our testbed in-
troduces an important design space for understanding
the security of Tor.

• Impact of inter-domain routing: A wide-area testbed
network opens up opportunities to study the impact
of inter-domain routing on Tor, including attacks such
as RAPTOR [16].

• Fault tolerance and failure resilience: Will Tor success-
fully resist attempts to DDoS directory authorities?
Bandwidth authorities?

• Performance analysis: A practical wide-area testbed



provides enhanced validation of research ideas that aim
to enhance Tor’s performance.

5. GOALS FOR A HOTPETS TALK
The primary goal for the HotPETs talk will be to gauge

interest in the project. We intend to pose questions for the
audience, including:

• Who would be interested to use such a testbed in their
current and near-term research projects?

• Who would be interested to use such a testbed in their
long-term research?

• What research directions would be enabled by such a
testbed beyond what we’ve already mentioned?

• What requirements would researchers have for such a
testbed to make the most effective use of it?

• What experiments would such an experiment enable
that are not suitable for PlanetLab or DETER/Emulab
environments?

• What existing proposals for Tor should be tested with
the goal of near-term deployment?

Realistically, covering the motivation and discussing the
above questions will more than fill the alloted time. If
time unexpectedly permits, however, we would also like to
elicit some thoughts about the challenges of building such a
testbed, with questions such as:

• How do we accurately model users and user behavior?

• Since concurrent use of the testbed is likely to harm
some of the experimental accuracy, how would you like
to see time sharing work on the testbed?

• While leveraging some cloud and hosting providers to-
gether with academic institutions is a straightforward
deployment path, is it important to include some other
locations?

• Since the testbed will not perfectly replicate Tor, e.g.
in size and network locations, what remains untestable
even with such a testbed in place?
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