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1. INTRODUCTION
Previous studies, both in psychology and linguistics, have

shown that individuals with mental illnesses show deviations
from normal language use, that these differences can be used
to make predictions, and used as a diagnostic tool. Recent
studies have shown that machine learning can be used to
predict people with mental illnesses based on their writing.
However, little attention is paid to the interpretability of
the machine learning models. In this talk we will discribe
our analysis of the machine learning models, the different
language patterns that distinguish individuals having mental
illnesses from a control group, and the associated privacy
concerns.

We use a dataset[1] of Tweets that are collected from users
who reported a diagnosis of a mental illnesses on Twitter.
Given the self-reported nature of the dataset, it is possi-
ble that some of these individuals are actively talking about
their mental illness on social media. We investigated if the
machine learning models are detecting the active mentions
of the mental illness or if they are detecting more complex
language patterns. We then conducted a feature analysis
by creating feature vectors using word unigrams, part of
speech tags and word clusters [4] and used feature impor-
tance measures and statistical methods to identify impor-
tant features. This analysis serves two purposes: to under-
stand the machine learning model, and to discover language
patterns that would help in identifying people with mental
illnesses. Finally, we conducted a qualitative analysis of the
misclassifications to understand the potential causes for the
misclassifications.

2. ANALYSIS AND RESULTS
We will briefly describe our analysis approach and our

results in this section and will discuss this in detail during
the talk.

2.1 Dataset
The dataset [1] contains tweets from three types of users:

users who have self-reported a diagnosis of depression, post-
traumatic stress disorder (PTSD) and an age and gender-
matched control group. A self-reported diagnosis is a tweet
that contains a phrase similar to “I was diagnosed with de-
pression”or“I was diagnosed with PTSD”. Such tweets were
verified manually to remove jokes, quotes, or any other disin-
genuous tweets. The dataset contains the most recent 3000
tweets from each user. For our analysis, we were interested
in two classification tasks: depression vs. control and PTSD
vs. control.

2.2 Direct mentions of mental illnesses in tweets
While reading through a random sample of tweets we re-

alized that some users talk about their condition to raise
awareness, to build a support network and to offer help to
other users with the same condition. Our initial hypothesis
was that simple models such as bag of words are picking
up these active mentions of mental illnesses. In our dataset,
24% of users who have depression have mentioned the phrase
“diagnosed with depression”, and 33% from the PTSD set
have the phrase “diagnosed with PTSD/P.T.S.D.” or a simi-
lar phrase. None in the control group have tweeted a similar
phrase.

To measure the effect of such direct mentions of mental
health-related issues have towards the prediction accuracy,
we trained a classifier to predict if a tweet mentions men-
tal health related issues and removed such tweets from the
dataset and measured the overall prediction accuracy. We
did not observe a significant drop in performance when the
mental health related tweets were removed. The AUC for
depression vs. control task dropped by 0.5% and the AUC
for PTSD vs. control task dropped by 0.6%.

2.3 Feature Analysis
We constructed the following feature sets for our analysis:

• Bag of Words: Tf-Idf values of unigrams that are
used by more than 1% of the users.

• POS Tags: Tf-Idf values of Part of Speech (POS) tag
n-grams (1 ≤ n ≤ 3).

• Word Clusters: We used a pre-computed set of 1000
clusters[4], where each cluster contains a group of words
that are semantically and syntactically related to each
other. We computed the Tf-Idf values for each cluster.

We used Information Gain as a mesure of feature impor-
tance. To find the features that differentiate the positive
and control classes, we extracted features that are statisti-
cally significant (Bonferroni-corrected[2] two-tailed p-value
of less than 0.05) and has a higher effect size (Cohen’s d
greater than 0.2).

Figure 1 shows the results from word clusters. Results
for the analysis of bag of words features show similar pat-
terns. We discovered several POS Tag n-gram patterns that
differentiate individuals with mental illnesses from the con-
trol group. Individuals with depression showed higher use
of POS tag trigrams with nominal proper noun and posses-
sive verb combination, adjective and adverb tags (Examples:
I’m not, I’m so, I’m pretty sure), coordinating conjunctions



(a) Depression vs. Control (b) PTSD vs. Control

Figure 1: Word cloud of significant clusters (Bonferroni corrected p < 0.05 and absolute value of Cohen’s d ≥ 0.2). For each
cluster the top 10 mostly used tokens are grouped together. The size represents the information gain and the color represents
the valency and Cohen’s d value - red shades show a higher positive Cohen’s d value indicating that the cluster is more
frequent in the positive class and a blue shade is associated with the control group.

used together with nouns and pronouns (Examples: today
and, last night and, but I’m not). Twitter specific discourse
markers such as “:” and hashtags were used significantly less
by the depressed users. The users with PTSD too showed
higher use of conjunctions. Users with PTSD used more
n-grams of personal pronouns and past tense and past par-
ticiple verbs (Examples: I was told, I was gonna). Both pos-
itive classes showed higher use of personal pronouns, which
is a language pattern that was observed in multiple previous
studies [3, 5].

2.4 Misclassification Analysis
To understand the machine learning model in detail and to

understand the reasons for misclassifications, we manually
analyzed a sample of misclassifications. Some of the false
positives for the depression class were due to similar lan-
guage use exhibiting more self focus, anger, and frustration.
Some false positives are due to more undesirable reasons
such as tweeting about similar topics of interest that were
shared mostly by the positive class (such as music bands and
artists, and military related tweets). Therefore, we should
be mindful about such false positives and understand the
limitations when deploying similar machine learning systems
in the real world. Interestingly some of the false negatives
for depression were from people who have had depression in
the past but are now recovered. The analysis of the PTSD
vs control classification task seems to show that the classifier
associated some of the military related content with PTSD.
To validate this hypothesis and to avoid such biases, indi-
viduals in the control class need to be matched more closely
to those in the positive class.

3. DISCUSSION
Our results show that even after removing direct mentions

of mental illnesses, simple machine learning algorithms were
able to predict users suffering from a mental illness with a
fair degree of accuracy. This means that users who have not
revealed their mental health diagnosis or users who have not
been diagnosed could be identified by analyzing their social
media postings. On one hand, it allows social media plat-

forms or other responsible parties to provide proactive help
to users who potentially have mental illnesses. On the other
hand, these results raise some privacy concerns. This is espe-
cially true given the current revelations that people’s psycho-
logical profiles were used to target specific advertisements to
them during the 2016 US presidential election. Since social
media platforms such as Twitter and Facebook allow adver-
tisers to create target audiences by specifying a list of user
identifiers1, it is possible for someone with malicious or un-
ethical intents to create a target audeince who possibly have
depression or PTSD.
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