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Abstract: Recent work has brought to light disparities in
privacy-related concerns based on socioeconomic status,
race and ethnicity. This paper examines relationships
between U.S. based Twitter users’ socio-demographic
characteristics and their privacy behaviors. Income, gen-
der, age, race/ethnicity, education level and occupation
are correlated with stated and observed privacy prefer-
ences of 110 active Twitter users. Contrary to our ex-
pectations, analyses suggest that neither socioeconomic
status (SES) nor demographics is a significant predic-
tor of the use of account security features. We do find
that gender and education predict rate of self-disclosure,
or voluntary sharing of personal information. We ex-
plore variability in the types of information disclosed
amongst socio-demographic groups. Exploratory find-
ings indicate that: 1) participants shared less personal
information than they recall having shared in exit sur-
veys; 2) there is no strong correlation between people’s
stated attitudes and their observed behaviors.
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1 Introduction

Prior work has suggested that people with lower income
and education (low SES) lack sufficient understanding
of privacy settings embedded within social media plat-
forms to adequately protect their personal data, even
if they are aware of online privacy threats [1]. Similar
concerns about privacy self-management have been re-

*Corresponding Author: Jooyoung Lee: Pennsylvania
State University, E-mail: ji5838@psu.edu

Sarah Rajtmajer: Pennsylvania State University, E-mail:
smr48@psu.edu

Eesha Srivatsavaya: Pennsylvania State University, E-mail:
efs5377Qpsu.edu

Shomir Wilson: Pennsylvania State University, E-mail:
shomir@psu.edu

ported for women in developing countries [2], undocu-
mented immigrants [3], and young adults [4]. This liter-
ature highlights so-called digital inequality, or the un-
balanced distribution of risks and resources related to
online activities [5]. This imbalance represents an obsta-
cle to progress in information technologies, and raises
important ethical concerns.

In addition to SES, gender [2, 6-8] and age [4, 9] have
been identified as meaningful variables for user-centric
studies of privacy online. A few studies have examined
the relative contribution of race and ethnicity to pri-
vacy attitudes and behaviors [1, 6, 10, 11]. One study
found members of Hispanic immigrant communities to
be more reluctant to use platform-provided privacy set-
tings, and more likely to share their location in posts on
social media [1]. While another [11] compared personal
information sharing practices between African Ameri-
cans and European Americans but found no meaningful
differences.

In parallel, a body of literature has emerged around
so-called self-disclosure, or the voluntary sharing of per-
sonal information with others [12]. Prior work has ex-
plored motivations and contextual influences on self-
disclosure [13-18], as well as associated privacy risks
[19-21]. However, there has been relatively little em-
pirical research about the relationship between self-
disclosure and socio-demographic factors.

In this work, we explore correlations between income,
gender, age, race/ethnicity, education level, occupation
and self-disclosure on Twitter. Our work is based pri-
marily on a study of privacy awareness and sharing
behaviors of 110 Twitter users from the U.S. over a
one month period. To explore how socio-demographic
factors influence their privacy behavior, we formu-
lated the following specific research questions: Do socio-
demographic factors have an impact on the usage of lo-
gin verification? Do socio-demographic factors have an
impact on self-disclosure? Do topics of self-disclosure
vary across socio-demographic groups? All public tweets
posted by each user and their self-reported privacy set-
ting usage are thoroughly examined. Inspired by prior
work of Consedine et al. [11], we also collect socio-
demographic information to explore variations in topics
of disclosure amongst different groups.
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Based on findings in existing literature, we expected
that certain SES and demographic groups (particularly,
high-SES and female) would be more likely to adopt
available privacy settings as compared to men and low-
SES populations. On the contrary to our expectation,
neither socioeconomic status (SES) nor demographics
is identified as a key predictor of the use of advanced
security features. We also predicted lower rates of ob-
served self-disclosure in individuals with greater eco-
nomic and educational resources. Similar to our predic-
tion, we do find that gender and education predict rate
of voluntary sharing of personal information. As far as
we know, there exists only one study that has exam-
ined ethnicity, gender, and socioeconomic differences in
online self-disclosure collectively [11], and their results
suggest that income is a key predictor of self-disclosure,
but ethnicity and gender are not. Lastly, our findings
indicate that types of personal information revealed by
particular groups vary significantly.

Following, we present the first holistic study of the rela-
tionship amongst multiple socio-demographic variables
and both reported and observed privacy behaviors on
Twitter. Our findings contribute to ongoing conversa-
tions around digital inequality and its impacts on pri-
vacy, and lay groundwork for future inquiry in this area.

2 Research Questions

We focus our inquiry around the following three research
questions.

RQ1. Do socio-demographic factors have an im-
pact on the usage of login verification?

Social networks (SNs) such as Facebook and Twitter
have introduced various privacy and security features,
including two-factor login authentication and tweet pro-
tection, to mitigate the risks of hacking [22]. Previous
work has reported mixed findings on the differential us-
age of security features across populations [23]. For ex-
ample, a study conducted by Nosko, Wood, et al. [24]
found that women are more likely to utilize available
privacy settings online, while another study by Oomen
and Leenes [25] found that men are more likely to use
these controls. Other works note age as a factor in user
engagement with available privacy and security options
[25]. Our first research question explores some of these
inconsistencies in the specific case of two-factor authen-
tication (equivalently, login verification) on Twitter. To
our knowledge, this is the first study to explore the the
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role of socio-demographic predictors on the login verifi-
cation feature on Twitter.

RQ2. Do socio-demographic factors have an im-
pact on self-disclosure?

Previous work has illustrated social rewards for users
sharing personal information in online communities:
they can stay connected with existing ties [26-28], build
new relationships [29], and receive emotional comfort
and intimacy [30-32]. However, it has also been reported
that not everyone has an equal chance to take advantage
of these benefits due to different levels of privacy aware-
ness and familiarity with relevant technologies [6, 33—
35]. Low-SES individuals are particularly prone to chal-
lenges in managing their personal information in the
cyberspace. Several authors have explored these chal-
lenges through the lens of occupation as a proxy for SES
[36-38]. Related to demographics, a number of stud-
ies have explored age and gender differences in self-
disclosure [2, 4, 6-9, 39]. Studies suggest that women
are more concerned about the leakage of personal infor-
mation and privacy loss than men [6, 8]. Yet, despite
their awareness, women tend to be more active social
media users and more likely to share profile information
with strangers [6, 8, 40, 41]. With respect to age, studies
with multiple age groups report that young adults may,
in fact, be stricter in their online privacy behaviors than
older adults [35, 42]. While previous work made an in-
dependent attempt to identify the relationship between
privacy behaviors and one or two of the factors, we take
a comprehensive approach studying how several of these
variables affect information sharing behaviors individu-
ally and collectively.

RQ3. Do topics of self-disclosure vary across
socio-demographic groups?

Although there have been numerous studies highlighting
the distribution of topics associated with self-disclosure
in online social media [13, 14, 40, 43], to our knowl-
edge, a full study of topics of self-disclosure along socio-
demographic lines has not been done with the exception
of gender. Existing literature suggests that women tend
to disclose more about intimate topics such as relation-
ships with family and friends, feelings, and accomplish-
ments at school or work, whereas men disclose more
about cars, sports, work, and politics [40, 41]. Little
work has been done on age-related topical differences.
Hollenbaugh and Everett suggest that younger partici-
pants are more likely to disclose a larger amount of infor-
mation on a greater variety of topics than older partic-
ipants [44]. Additionally, Consedine et al. successfully
incorporated ethnicity, gender and SES to study self-



disclosure levels and topics, but restricted their study to
young adults [11]. In this work, we identify users based
on 12 types of personal information to determine how
topics of self-disclosure vary across demographics and

SES.

3 Related Work

Privacy at Risk The worldwide expansion of SNs has
drawn research attention to users’ online privacy pat-
terns. Madden et al. [1] have reported that 76% of Amer-
icans are worried about having their financial informa-
tion lost or stolen online, and that 73% express a se-
rious concern about social media companies’ data col-
lection and management processes. While, other work
shows that users often post with minimal regard for
negative consequences [45, 46], sometimes later feeling
remorse for their actions [47-49]. Their regret tends to
result from sharing sensitive topics or content with neg-
ative sentiments. The problem of unintended audience
has been identified as another factor triggering sharing-
related regret on Facebook [48]. Despite amplified anxi-
eties towards potential or real privacy harms, users opt
to sacrifice their privacy protections for minor conve-
niences and rewards [50, 51]. This paradox — willingness
to expose personal information on social media despite
privacy concerns [52] — can result in over-sharing of per-
sonal data and rare changes to default privacy settings
[18, 48, 53-56]. Seeking explanations for observed dis-
crepancies between privacy concerns and behaviors, au-
thors have examined whether people read privacy poli-
cies or not [57, 58], while others have compared actual
and intended disclosures [59, 60].

Several studies have explored the ways in which users
are inclined to utilize privacy-enhancing strategies to
manage privacy-related concerns [25, 61, 62]. Work of
Oomen et al. [25] suggests that heightened percep-
tions of privacy risk leads to use of pseudonyms, cookie
crunchers, anonymous email and providing false per-
sonal data. Some studies further observe a positive cor-
relation between customized privacy settings and dis-
closing behaviors [61, 63]. That is, those who adopt
customized security tools tend to disclose less personal
information those using default settings.

While all SN users are subject to privacy risks, these
risks are not evenly distributed. Underrepresented racial
or education-level groups and women, for example, have
been shown to be more vulnerable to privacy threats
online [6, 33-35]. Although a number of studies have
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attempted to explain this phenomenon, some have pro-
vided contradictory and incomplete findings. Consedine
et al. report no meaningful difference in levels of self-
disclosure between men and women [11], although young
men described a greater disclosure about some topics
(e.g. sexual experiences). Similarly, among multiple SES
factors, Redmiles et al. [64] found that education is the
only factor affiliated with the respondents’ likelihood
of reporting a negative privacy experience. Unlike what
Madden [1] found with survey methods, Redmiles et al.
found that people with lower educational attainment
tended to report equal or fewer incidents than people
with a higher education level regardless of their feel-
ings of vulnerability. We believe these conflicting results
are attributable to different study populations, contexts,
and platforms, or explainable by distinct interpretations
of privacy concerns and practices.

Online Self-Disclosure Self-disclosure refers to “the
process of making the self-known to other persons” [65].
Empirical studies illustrate that the frequency of self-
disclosure increases significantly in computer-mediated
communication interactions than in face-to-face discus-
sions [66, 67]. Self-disclosure in online platforms is ex-
plainable by various reasons such as a desire for positive
emotional motivations [30-32] and connectedness to so-
ciety [26-28]. Prior work by Rajtmajer and colleagues
[68, 69] suggests that peer behaviors play an important
role in individual sharing decisions as users are willing
to reach an agreement and share contents jointly. Simi-
larly, anonymity is found to influence users’ willingness
to share personal information [13, 70, 71]. Consequences
of public discourse may be negative as well — increased
vulnerability in privacy protection [26, 72|, an adverse
impact on public self-image [73], or a loss of societal or
emotional benefits [74, 75]. Previous work reported gen-
der differences in online self-disclosing behavior, which
revealed that women share their data on their social net-
work sites more frequently compared to men [8, 39-41].
Barak and Gluck-Ofri, on the other hand, discovered
no difference at all [6, 16]. A smaller number of prior
works have examined online self-disclosure within dif-
ferent racial groups. Some studies exclusively focused
on Caucasian samples [76, 77], and others compared
particular ethnic groups (White vs. Black) [11]. Simi-
lar problems can be found in other socio-demographic
indicators. Most studies about online self-disclosure in-
vestigated the self-disclosing behavior of youth in so-
cial media [11, 78, 79]. To our knowledge, no research
has been conducted involving occupational variations in
self-disclosure.



4 Methods

We describe our survey design, participant recruitment
and data collection processes. Our approach included
targeted recruitment of active Twitter users, tweet col-
lection over a one month period, and pre- and post-
surveys of participants. Users with private accounts
were excluded from the study, as we were required to
collect their postings on Twitter. The study described
was approved by the The Pennsylvania State Univer-
sity’s Institutional Review Board (IRB). Since IRB de-
clared that the proposed study met the criteria for
an exemption determination category, participants were
not asked to sign the consent document. We instead in-
formed participants in the advertisement and invitation
emails that the research was about investigating public
behavior on Twitter. To minimize the Hawthorn effect,
which refers to participants’ behavioral change during
the study, participants were not specifically told that
their public tweets would be collected.

4.1 Participant Recruitment and
Screening

Study participants were recruited through Twitter’s ad
targeting service. Our recruitment ad highlighted the
following participation requirements: (1) A participant
should be at least 18 years old; and (2) a participant
should be an active Twitter user. Included in this ad
was a link to our screening survey. The screening survey
(see Appendix A.1) asked users for their Twitter han-
dles in addition to demographic information including
gender, age, race/ethnicity, location, education level and
income. We evaluated prospective participants based on
the following hidden criteria, implemented to ensure we
were engaging with active users tweeting primarily in
English. The hidden criteria were: (1) the participant’s
Twitter account is at least a month old; (2) the partic-
ipant has posted 10 tweets within the past month; (3)
the participant has at least 10 followers and 10 follow-
ing; (4) 90 percent of the participant’s tweets within the
past month are in English; and (5) 80 percent of the par-
ticipant’s tweets within the past month are not retweets.
Participation recruitment took place over a two-month
period, from February 6th through April 3rd, 2020.!

1 We recognize the possibility that the COVID-19 pandemic
affected study results, and we explore this possibility later in
the manuscript.
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Over the two month study recruitment period, 1,211
Twitter users participated in the screening survey. A
much smaller number of users (n=207) were determined
to be eligible to move forward given our hidden criteria.

As a majority of selected participants were Caucasians,
additional efforts were made for one week to recruit
more people of color. We employed Twitter’s follower
look-alikes targeting strategy?, and specified popular
celebrities or TV programs in underrepresented groups.
A primary goal of this feature is to target people with
interests similar to the followers of particular accounts.
For instance, if advertisers enter “@TelemundoNews”,
the post is more likely to be exposed to the Latino com-
munity. Targeted users are determined based on a vari-
ety of signals, including what they retweet, click on,
tweet, and more. In addition, we set keywords (e.g.,
blacktwitter, hispanics, asianamerican)3 in an effort to
reach the relevant populations. Of 207 participants,
89 were recruited with a follower look-alikes targeting
method. Among the 89, 16 participants (17.97%) self-
reported as people of color. As the percentage of under-
represented populations before and after applying the
strategy (18.64% vs. 17.97% respectively) is not signifi-
cantly different, we concluded that the strategy was not
effective.

The self-reported income, gender, age and education
level breakdown of the 89 study participants recruited
with a follower look-alikes targeting method are as fol-
lows: 1) the average income is 109,930 dollars; 2) there
are 50 female participants, 35 male participants. and
4 non-binary participants. 3) participants are skewed
younger with 66.29% (59) of participants being younger
than 50; 4) 20 participants (22.47%) were attending col-
lege, with more than 73% (65) reporting having a Bach-
elor’s or Associate degree, or higher.

4.2 Participant Surveys

Entry surveys were sent by email to 207 users who com-
pleted the screening survey and met participation cri-
teria (see Appendix A.2). As occupation information
is frequently used to determine individuals’ SES status
[36-38], we designed the entry survey to collect par-
ticipants’ occupation status in depth. They were ini-

2 https://business.twitter.com/en/help/campaign-
setup/campaign-targeting/interest-and-follower-targeting.html
3 https://business.twitter.com/en/help/campaign-
setup/campaign-targeting/keyword-targeting.html



tially asked to choose a particular category that best
described their current occupation. Following their se-
lection, the survey also asked them to provide a short
description of their job. Six socio-demographic variables
(income, gender, age, education level, race, occupation)
were collected to be used as independent variables for
the proposed research questions. Of the 207 qualified
participants, 125 completed the entry survey and moved
forward to the next step. They were compensated with
a $3 Amazon gift card for completing the entry survey.

Prior to sending out a final survey, we collected their
real-time tweets of 125 participants for a month. Exit
surveys were sent by email to participants at the time
of study completion, one month after receipt of entry
survey (see Appendix A.3). The exit survey asked par-
ticipants about their use of Twitter’s login verification
setting and their recollection of sharing specific informa-
tion. Of the 125 participants, 115 successfully completed
the final survey and were sent a $7 Amazon gift card.
Of these 115 participants, 5 were excluded in our final
analyses because they submitted an incorrect Twitter
handle or did not post during the study period. This
resulted in 110 users in total.

4.3 Tweet Collection

Using the Twitter API, we collected all tweets over a one
month period for the 125 participants who met all in-
clusion criteria and completed the entry survey. Tweets
were collected at a single time point, exactly one month
after entry survey completion. We did not periodically
refetch their tweets. That being said, deleted tweets
were excluded in the study. Since users were not aware
of their tweets being collected, we reckon the potential
impact of users’ self-censorship is minimal.

We received all public tweets posted by each user as
well as retweets, replies to their tweets, and retweets
of their tweets. Additionally, we collected metadata for
each tweet including profile description, hashtags, fa-
vorite counts, and retweet counts. In total, we collected
23,880 public tweets, including retweets and replies,
from 125 participants. 2,812 tweets collected from 15
participants were ultimately discarded because they
failed to complete our exit survey or provided invalid
Twitter handles. Table 1 reports basic statistics of the
included users and their tweets. 74.64% of tweets were
identified as “original”, meaning they were not retweets.
For the purposes of measuring self-disclosure, we ex-
cluded retweets as not representative of user-generated
content [14]. The resulting total number of tweets con-
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sidered for self-disclosure tagging was reduced from
21,068 to 15,727.

Table 1. Descriptive statistics for our dataset

Participants, total 110

Posted tweets, total 21,068

Original tweets, total 15,727

Original tweets with first-person pronouns, total 6,962
Posted tweets, mean per user 192
Tweets with first-person pronouns, mean per user 65
Self-disclosing tweets, mean per user 52

4.4 Annotation for Self-Disclosure

An automated labeling of self-disclosure in user-
generated comments is an active area of ongoing re-
search [13, 14, 40]. State of the art approaches focus
on presence or absence of personal information, or broad
category of disclosure (e.g., informational vs. emotional)
[80], but do not afford fine-grained categorical labels.
Accordingly, we manually annotated collected tweets
for 12 categories of personal information derived from
prior work [13], expanding them to more closely examine
the dissemination of personally-identifiable information
(specifically, phone numbers, email addresses and social
security numbers), which is closely linked to multiple
privacy threats [81-83]. The categories of self-disclosure
are shown in Table 2. Each tweet was labeled as repre-
senting one or more category of personal information,
or was labeled “No Disclosure” if none of the other cat-
egories were present.

To reduce the size of the labeling task, we narrowed
our focus to include only those tweets containing ex-
plicit self-reference. That is, we included only tweets
containing one or more first-person pronouns such as
“I”, “my”, “me”, and “mine”. Previous work highlighted
first-person pronouns as an important indicator of self-
disclosure [13-16, 43, 84]. Our resulting corpus con-
tained 6,962 tweets. To be clear, users’ profile descrip-
tion fields were not part of the annotation corpus for
analysis.

4.5 Annotation Evaluation
A complete labeling of the corpus was performed by the

first author of the paper. Three additional researchers
re-annotated a random subset of annotated tweets (200)
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Table 2. Descriptions of personal information categories in the annotation scheme

Categories Sub-Categories Description

Birthday/Age

Sharing a tweet that directly implies information about one’s own date of birth or age

Demographic Race/Ethnicity

Sharing a tweet that directly implies information about one’s own race or ethnicity such
as being Black, White, Hispanic, etc.

Gender

Sharing a tweet that directly implies information about one’s own gender

Marital Status

Sharing a tweet that directly implies information about one’'s own marital status such as
being single, married, separated, divorced or widowed

Education

Sharing a tweet that directly implies information about one’s own education level

Employment Status

Sharing a tweet that directly implies information about one’s current employment status

Phone Number

Sharing a tweet that directly implies information about one’s own phone number

Personal
Identifier Email Address Sharing a tweet that directly implies information about one’s own email address
SSN Sharing a tweet that directly implies information about one’s own social security number
Location Location Sharing a tweet that directly implies information about one’s own location such as postal
code, street address, city, and state
Emotion/Opinion Sharing a tweet that directly implies information about one’s own personal feelings, opin-
Subjective ions, thoughts, statements, attitudes, or beliefs
Interest Sharing a tweet that directly implies information about one's own hobbies and interests
such as pastimes, favorites, tastes in music, movies, TV programs, or books
None No Disclosure Sharing no information about the above 12 personal information types

to check the reliability and consistency of the annota-
tion task. To ensure the integrity of annotation for ev-
ery category, the number of instances in each category
of the subset was equally distributed except for “Phone
Number”, “Email Address” and “SSN” category. These
categories contained less than 5 instances. All four an-
notators received a complete set of detailed instructions
describing the task and criteria for labeling.

Table 3. A distribution of tweets and Kappa values for each cate-
gory

Category n (%) Fleiss’ Cohen's
Kappa Kappa
Birthday/Age 74 (1.06%) 0.582 0.363
Race/Ethnicity 8(0.11%) 0.706 0.745
Gender 67 (0.96%) 0.513 0.314
Marital Status 77 (1.11%) 0.868 0.906
Education 95 (1.36%) 0.568 0.655
Employment Status 168 (2.41%) 0.614 0.723
Phone Number 0 (0%) 1 1
Email Address 1 (0.01%) 0.332 0
SSN 0(0%) 1 1
Location 45 (0.65%) 0.723 0.692
Emotion / Opinion 5,380 (77.28%)  0.229 0.174
Interest 384 (5.52%) 0.425 0.476
No Disclosure 1,415 (20.32%) 0.447 0.397
Total / Mean Score 6,962 0.616 0.573

To measure agreement amongst annotators, two Kappa
values were calculated: 1) Fleiss’ Kappa amongst 4
annotators; 2) Cohen’s Kappa between the primary
annotator and a “majority voter” of the three addi-
tional annotators [85]. Table 3 reports the calculated
Kappa scores for each category. Lower values for some
categories including “Emotion/Opinion” and “Interest”
were expected, taking into account their subjectivity
[13, 86]. Low agreement for “Gender” was surprising,
but retrospectively attributable to a lack of inclusive ex-
amples in the provided guidelines. For instance, tweets
with gender-specific emojis were excluded in the exam-
ples for the “Gender” category. Similarly, low agree-
ment rates on “Birthday/Age” and “Education” cat-
egories could be explainable by the diversity of ways
that people describe their education level, limiting the
effectiveness of the annotation instructions. Some peo-
ple may annotate “I graduated from college 20 years
ago” as a tweet that implies age information since one
can infer the user’s current age, but others may think
that it is too vague to categorize it as age. For the sake
of simplicity, all the sub-categories in “Demographic”,
“Personal Identifier”, and “Location” will be referred to
as objective Information. Subjective information include
“Emotion/Opinion” and “Interest” categories. Overall,
although annotators tended to show less consensus on



subjective categories, there was greater agreement on
objective categories.

4.6 Potential Impact of COVID-19

Since we collected Twitter user data during the COVID-
19 pandemic, we briefly discuss how it may have affected
participants’ self-disclosing behaviors in online environ-
ments. Recent research showed that social media plat-
forms have seen a 61% increase in usage during the pan-
demic [87]. Topics have shifted as well. Users are more
involved in sharing mental health and support expres-
sions [88]. At the same time, they self-censor their posts
by evaluating whether they will hold negative impacts
on others [87]. We examined the percentages of self-
disclosing tweets across the three subsets of our data,
collected over the following periods: (March, 4th - April,
1st), (March, 22nd - April, 19th) and (April, 4th-May,
2nd) respectively. The calculated percentages did not
vary much (25%/24%/26%), but we acknowledge a pos-
sibility of certain types of personal information being
discussed more frequently during the COVID-19.

5 General Analysis

5.1 Participant Demographics

Table 4 gives the self-reported income, gender, age, ed-
ucation level, race/ethnicity and occupation breakdown
of the 110 study participants. Our study participants
are skewed younger with 70% (77) of participants be-
ing younger than 50. Most participants have some post-
secondary education, with more than 70% (81) report-
ing having a Bachelor’s or Associate degree, or higher.
It is important to note that Twitter is not entirely repre-
sentative of the overall U.S. adult population. According
to the Pew Research Center, Twitter users are reported
to be much younger than the average U.S adult and are
also more likely than the general public to have a college
degree [89], which seems to justify the skewness of our
dataset. However, we acknowledge an uneven distribu-
tion of a racial makeup in our dataset, and we explore
this more thoroughly later in the “Limitations” section.

For simplicity’s sake, the occupation categories were
reduced from 18 different categories to 5 high-level cat-
egories utilized in the Current Population Survey?* along

4 https://www.bls.gov/cps/cpsaat1l.htm
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Table 4. Demographic characteristics of study participants

Variable N (%)
Income Mean 97,727
Median 75,000
Standard deviation 88,011
Female 57 (51.82)
Gender Male 50 (45.45)
Non-binary 3(2.73)
18-20 13 (11.82)
21-29 24 (21.82)
Age 30-39 25 (22.73)
40-49 15 (13.63)
50-59 22 (20)
60 or older 11 (10)
Less than high school degree or equivalent 7 (6.36)
Education Attending college 22 (20)
Bachelor / Associate degree 43 (39.09)
Graduate degree 38 (34.55)
White / Caucasian 87 (79.09)
Hispanic American 6 (5.45)
Race . .
Multiple ethnicity 14 (12.73)
Black or African American 3(2.73)
Unemployed 16 (14.55)
Natural Resources, construction, maintenance 5 (4.55)
Occupation Sales and office 7 (6.35)
Service 11 (10)
Professional and related 59 (53.64)
Management, business, financial operations 12 (10.91)

a category for “Unemployed” as well. From these new
categories, 64.55% (71) reported to work in manage-
ment, professional, and related occupations, which are
the highest paying of the major occupational categories,
and 14.55% (16) participants reported to be unem-
ployed.

5.2 Analysis of Self-Disclosure Tweets

As described above, 21,068 total collected tweets were
narrowed to 6,962 for self-disclosure labeling. Of these,
79.24% (5,517) of tweets with first-person pronouns con-
tained elements of self-disclosure. The resulting distri-
bution of tweets across personal information labels are
included in a Table 3. All participants disclosed at least
one type of personal information during the study pe-
riod. 79 participants shared objective information at
least once. Overall, 7.22% (503) of tweets revealed objec-
tive information and 77.39% (5,388) disclosed subjective
information. In particular, 77.28% of labeled tweets con-
tain sentiments or opinions. Only one tweet explicitly
contained the author’s email address, personally identi-
fiable information. Of the 6,962, 1,415 tweets were la-
beled as “None”, having not been identified as contain-
ing information about the 12 predefined categories in
the annotation scheme.



6 Statistical Tests

Six socio-demographic factors (income, gender, age, ed-
ucation level, race/ethnicity, occupation) were used as
independent variables for the proposed research ques-
tions. Research questions are as follows: do socio-
demographic factors have an impact on the usage of
login verification? (RQ1); do socio-demographic factors
have an impact on self-disclosure? (RQ2); do topics of
self-disclosure vary across socio-demographic groups?
(RQ3). Income is a continuous variable and the re-
maining variables are categorical. In support of the first
research question (RQ1), we explored the relationship
between these independent variables and login verifi-
cation usage. We performed the Pearson’s Chi-Square
test or Fisher’s Exact test as appropriate (continuous
vs. categorical). For the second question (RQ2), we ex-
amined users’ self-disclosing behaviors as evidenced in
our set of annotated tweets. Specifically, the dependent
variable for RQ2 was calculated by dividing the num-
ber of self-disclosing tweets with the total number of
tweets for each user. This percentage was inspected by
an analysis of variance (ANOVA). Additionally, mul-
tiple regression models were performed for both RQ1
and RQ2. Our final analysis in support of the third
research question (RQ3) compared the distribution of
personal information categories across the independent
variables. Data were analyzed using R, an open-source
statistical software package, and were screened for miss-
ing values, multicollinearity, homoscedasticity, and nor-
mality assumptions. Based on a Shapiro-Wilk’s test, in-
come was determined not to be normally distributed
and was therefore log-transformed. The results show
that: 1) none of the socio-demographic variables have
significant effects on reported login verification usage;
2) gender and education predictors affect the percentage
of self-disclosing tweets; 3) self-disclosing behaviors with
respect to the “Emotion/Opinion” category vary within
the gender groups; 4) self-disclosures of “Birthday/Age”
were associated with the level of education; 5) the per-
centage of self-disclosing tweets in “Race/Ethnicity”,
“Gender” and “Location” categories within different oc-
cupations was statistically different. Following, we dis-
cuss the results of statistical testing in a greater detail.
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6.1 Research Question 1: Login
Verification Setting

In the screening and exit survey, subjects were asked
about two privacy settings on Twitter: login verification
and tweet protection. The tweet protection feature al-
lows only the user’s followers to view and interact with
the user’s tweets. We considered participants who had
public accounts for our study because an access to their
real-time tweets was required. Since the data contains
small sample sizes, Fisher’s Exact test was conducted to
determine if the use of login verification is dependent on
each socio-demographic variable. We converted income
to a categorical variable by thresholding according to
divisions suggested by the U.S. Census Bureau.®. The
results of the Fisher’s Exact test are shown in Table 5.

As shown, none of the socio-demographic variables are
found to have statistically significant effects on reported
login verification usage. We also ran a logistic regres-
sion test, using reported login verification usage (“Yes”
or “No”) as the response variable and omitting any re-
sponses of “I don’t know”. The quantitative income vari-
able was included in this test and reference levels were
created for the categorical variables. The reference levels
were selected randomly to prevent any bias: “White /
Caucasian” for race/ethnicity, “18-20" for age, “Unem-
ployed” for occupation, “Less than high school degree
or equivalent” for education, and “Female” for gender.
Results of the logistic regression are given in Table 6 as
Model 1.

To mitigate Type I Error, a Bonferroni correction was
performed to correct for multiple tests (o« = 0.05/6 =
0.0083). No statistically significant results were found;
p-values with respect to the age categories “21-29”, “30-
39”, and “40-49” were below 0.05, but they failed to the
adjusted p-value threshold (0.0083). A box plot of the
income variable and the survey responses is shown in
Figure 1.

6.2 Research Question 2: Self-Disclosure
by Quantity

The results of one-way ANOVA on each independent
variable are summarized in Table 7. Income variable was
converted to a categorical variable by thresholding. Ta-
ble 7 shows that only gender was statistically significant

5 https://www.census.gov/data/tables/time-
series/demo/income-poverty/cps-hinc/hinc-01.html
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Table 5. Results of Fisher's Exact test for login verification setting (RQ1)

Variable ‘ Yes No | don't know P
/N % N % N %
Income Low (less than $45,000) 14 4667 10 3333 6 20 0.526
Middle ($45,000-149,999) 22 36.67 20 3333 18 30
High (more than $150,000) 11 55 5 25 4 20
Gender Male 18 36 17 34 15 30 0.455
Female 28 49.12 16 28.07 13 22.80
Non-binary 1 3333 2 6667 O 0
Age 18-20 46.15 6 46.15 1 7.69 0.292
21-29 10 4167 9 3750 5 20.83
30-39 12 48 7 28 6 24
40-49 8 5333 5 3333 2 13.33
50-59 9 4091 6 2727 7 31.82
60 or older 2 1818 2 18.18 7 63.64
Education Less than high school or equivalent 57.10 2  28.57 1 14.29 0.814
Attending college 11 50 8 3636 3 13.63
Bachelor's degree / Associate degree 17 3953 13 3023 13 30.23
Graduate degree 15 3947 12 3158 11 28.95
Race/Ethnicity White/Caucasian 33 3793 28 3218 26 29.89 0.331
Hispanic American 5 8330 1 16.67 O 0
Multiple Ethnicity 7 50 5 3571 2 14.28
Black or African American 2 6667 1 3330 O 0
Occupation Unemployed 8 50 5 3125 3 18.75 0.59
Natural resources, construction, maintenance 1 20 2 40 2 40
Sales and office 4 5714 2 2857 1 14.29
Service 6 5455 4  36.36 1 9.09
Professional and related 26 4746 16 27.12 17 25.42
Management, business, financial operations 2 16.67 6 50 4 33.33

Fig. 1. Box plot of survey responses to the use of login verifica-
tion and income
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(p = 0.002) while there were no significant differences in
self-disclosing behaviors amongst the remaining 4 vari-
ables (age, education, race/ethnicity, occupation). As
the ANOVA test results suggested a significant differ-
ence in disclosure rate based on gender, post hoc anal-

yses were conducted with a Tukey HSD test. This test
concluded that female and male groups are statistically
different (p < 0.01) in levels of self-disclosure. Specifi-
cally, women are more likely to disclose their personal
information than men (28.7% vs. 19.2%). This finding
is confirmatory of previous studies [2, 6-8]. Interactions
between these variables were inspected using a five-way
ANOVA (gender X age X race/ethnicity X education
X occupation). Results revealed that only gender (p
< 0.01) has a statistically significant impact on self-
disclosing behaviors, and that the interactions between
factors are not significant.

As a last step, we fit a multiple linear regression model
to identify the size of the effect the variables have on on-
line self-disclosure. This analysis assumes that the fac-
tors do not interact with each other in their effect on
the dependent variable. Categorical indicators including
gender, age, education level, race/ethnicity and occupa-
tion were dummy-encoded. Results of the linear regres-
sion model are shown in Table 6. To protect from Type
I Error, a Bonferroni correction was performed to ad-
just for multiple tests (oo = 0.05/6 = 0.0083). Findings



Table 6. Regression
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analysis for login verification setting (Model 1) and self-disclosure by quantity (Model 2)

Modell (login verification setting) Model2 (self-disclosure)

Variable N B Coefficient P ‘ B Coefficient P
Income (continuous variable) 110 0.609 0.6091 ‘ -0.001 0.952
Female 57 ref
Gender Male 50 -0.458 0.459 -0.115 0.0000049***
Non-binary 3 -2.394 0.139 0.016 0.822
18-20 13 ref
21-29 24 2.483 0.04* 0.05 0.32
Age 30-39 25 2.741 0.03* 0.113 0.034*
40-49 15 2.838 0.03* 0.095 0.087
50-59 22 2.744 0.052 0.05 0.38
60 or older 11 2.807 0.103 -0.02 0.712
Less than high school degree or equivalent 7 ref
R Attending college 22 1.537 0.277 -0.091 0.103
Education .
Bachelor or Associate degree 43 -0.76 0.549 -0.144 0.004**
Graduate degree 38 -0.85 0.532 -0.144 0.008**
White / Caucasian 87 ref
Race /Ethnicity Hispanic American 6 1.973 0.164 -0.077 0.158
Multiple Ethnicity 14 -0.12 0.871 -0.026 0.422
Black or African American 3 1.075 0.534 -0.067 0.327
Unemployed 16 ref
Natural resources, construction, maintenance 5 -0.29 0.864 -0.038 0.525
0 Sales and office 7 0.212 0.862 -0.042 0.431
Service 11 -0.766 0.505 0.065 0.187
Professional and related 59 0.154 0.861 0.016 0.661
ccupation Management, business, financial operations 12 -1.87 0.129 0.107 0.028*

Signif. codes: ***’ 0.001 “**’ 0.01 ‘*’ 0.05

of Model 2 (Table 6) demonstrate that gender and edu-
cation predictors affect the percentage of self-disclosing
tweets. Consistent with previous analyses, male partic-
ipants were 11.5 % less associated with self-disclosure
than female participants (coefficient: -0.115, p < 0.001).
Moreover, participants holding a college diploma or a
graduate degree were more reluctant to share their per-
sonal information in online environments than partici-
pants with less than a high school degree or equivalent
(coefficient: -0.144, p < 0.01). Participants in their thir-
ties were more likely to disclose personal information
online than those of ages 18-20 (coefficient: 0.113, p <
0.05). Participants engaged in management, business,
and finance-related operations were 10.6 % more asso-
ciated with self-disclosure than participants with no job
(coefficient: 0.106, p < 0.05). However, these two find-
ings became statistically insignificant after applying the
Bonferroni correction which set the threshold for signif-
icance at p=0.0083.

A multivariate stepwise regression model was used to
select a subset of factors that yielded the best prediction
for rates of self-disclosure. The significant parameters
(gender, age, education and occupation) were selected.
Findings from the previous analysis with respect to age

and occupation has become significant after fitting a
new regression model with the selected features (p <
0.0125).

6.3 Research Question 3: Self-Disclosure
by Topics

To study the types of personal information disclosed
by different groups of participants, we calculated the
mean percentage of self-disclosing tweets in each cate-
gory using labels acquired from the human annotator.
Appendix B contains the distribution of tweets with per-
sonal information categories across independent vari-
ables. Categories with fewer than two instances were
excluded from the table. We converted income to a cat-
egorical variable by thresholding according to divisions
suggested by the U.S. Census Bureau.® Results indi-
cate that emotions and opinions are dominant topics of
conversation regardless of socio-demographic character-
istics.

6 https://www.census.gov/data/tables/time-
series/demo/income-poverty/cps-hinc/hinc-01.html
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Table 7. One-way ANOVA within groups for each independent variable (RQ2)

variable n (%) mean % of disclosure p

Income low (less than $45,000) 30 (27.27) 25.7 0.514
middle ($45,000-149,999) 60 (54.54) 253
high (more than $150,000) 20 (18.19) 25.6

Gender Female 57 (51.82) 28.7 0.002**
Male 50 (45.45) 19.2
Non-binary 3(2.73) 333

Age 18-20 13 (11.82) 22.6 0.482

21-29 24 ( 21.82) 25.1
30-39 25 (22.73) 28.9
40-49 15 (13.64) 26.7
50-59 22 (20.0) 24.4
60 or older 11 (10.0) 2.1

Education Less than high school degree or equivalent 7 (6.36) 0.311 0.547
Attending college 22 (20.0) 25.4
Bachelor's degree / Associate degree 43 (39.0) 24
Graduate degree 38 (34.55) 25.7

Race/Ethnicity Black or African American 3 (2.73) 19.6 0.78

Hispanic American 6 (5.45) 24
Multiple Ethnicity 14 (12.73) 23.9
White / Caucasian 87 (79.09) 25.9

Occupation Unemployed 16 (14.55) 25.3 0.298
Natural resources, construction, maintenance 5 (4.55) 17.7
Sales and office 7 (6.36) 20.5
Service 11 (10.0) 26.7
Professional and related 59 (53.64) 25.1
Management, business, financial operations 59 (10.91) 31.2

Signif. codes: “*** 0.001 “**’ 0.01 ‘*’ 0.05

A one-way ANOVA was performed on each personal
information category to measure statistical differences
within groups of each independent variable. Any sta-
tistical findings regarding non-binary or Black partic-
ipants are disregarded due to its small sample size (n
= 3). The results indicate that there is no significant
difference among income, age and race/ethnicity pre-
dictors. However, self-disclosing behaviors with respect
to the “Emotion/Opinion” (p < 0.001) category differ
within the gender groups. In particular, women tended
to share their emotions or thoughts more frequently
than men (p < 0.001), which is consistent with the liter-
ature [40, 41]. Disclosures of “Birthday/Age” were sig-
nificantly correlated with level of education. Post hoc
analyses showed that those with a college degree were
less likely to share information regarding their date of
birth or current age than those who are attending col-
lege (p < 0.05). Differences in “Race/Ethnicity”, “Gen-
der” and “Location” categories within different occupa-
tions was significant as well. Specifically, unemployed
respondents disclosed their racial, ethnic or gender in-
formation more frequently than those working in profes-
sional occupations (p < 0.05). Moreover, those people

who are engaged in professional occupations or without
current jobs were negatively associated with location-
related information sharing than those in sales and office
occupations (p < 0.05).

7 Recollection and Actual
Disclosure

Previous research has demonstrated a consistency be-
tween users’ stated information sharing and their actual
disclosure on social media [53]. Specifically, prior work
has found that more than 70% of Facebook users were
accurate about their perceived sharing behaviors, and
11% revealed less than they claimed they do [53]. To test
this claim, we asked participants to report their recol-
lection of sharing particular types of information during
the study period in the exit survey. Categories include
5 types of personal information: demographic charac-
teristics (e.g. age, sex, marital status, education, em-
ployment status, income), lifestyle characteristics (in-
cluding media habits), shopping/purchasing habits, fi-



nancial data, and personal identifiers (e.g., names, ad-
dresses, social security numbers) [90]. In order to make a
fair comparison between observed disclosures and stated
recollections, we re-annotated several of the information
categories and generated sub-categories that matched
the survey categories. A difference between users’ re-
ported recollection of sharing and their actual sharing
behaviors is shown in Figure 2. We visually observe that
participants in fact shared less than they recalled for
all of the categories except for marital status and ed-
ucation. Also, Welch’s t-test (o = 0.05) was performed
to test if the means of two variables (observed disclo-
sures vs. stated recollections) are significantly differ-
ent. The result confirmed that participants statistically
shared their information less frequently than they re-
membered (p < 0.01). To compare the mean differ-
ences of two variables (recollection vs. actual disclosure)
with respect to types of personal information, we ran
Welch’s t-test (o = 0.05) on each category respectively.
As shown in Figure 2, mean differences associated with
“Gender” (p = 0.0002), “Race/Ethnicity” (p = 0.0004),
“Phone Number” (p = 0.025), “Email Address” (p =
0.0003), “State” (p = 1.009e-06), “City” (p = 1.414e-
07), “Postal Code” (p = 0.002), “Workplace Location”
(p = 0.0004), “Hobbies” (p < 2.2e-16), “TV programs”
(p =0.0002), and “Leisure Activities” ( p < 2.2e-16) cat-
egories were tested to be statistically significant. Partic-
ularly, we find a larger disparity in “Hobbies”, “TV pro-
gram”, and “Leisure Activities” categories, possibly be-
cause one may not necessarily include first-person pro-
nouns when discussing its favorites. A comment such as
“The Walking Dead is the best” would not have been
captured with the approach adopted in our study. This
discussion is beyond the scope of this work but could be
the subject of further research.

8 Topics and Self-Disclosure

Following the quantitative analysis described, we ex-
plored the topic distribution of both non-disclosing
tweets and disclosing tweets using topic modeling. Topic
modeling is a text mining tools that helps to discover
underlying themes in a text. Topic models are regularly
engaged to study users’ online behavior [13, 14, 40, 43].
This approach allows us to examine differences between
tweets with and without annotated self-disclosure. To
this end, we constructed bi-grams and ran two sepa-
rate topic models. We used two topic models, not one
unified topic model, because it was the easiest way to
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clearly distinguish the topical differences of two sub-
text groups. A unified topic model trained on all texts,
regardless of the element of self-disclosure, may create
ambiguities when interpreting the outcomes. Text pre-
processing included converting to lower case, removing
punctuation, stopwords and URLs, tokenizing, and lem-
matizing. We used NLTK for text pre-processing.” The
top five most frequently used bigrams in self-disclosing
tweets were found to be the following: (gon,na), (feel,
like), (sorry, loss), (look, like), (would, like). These bi-
grams can be found in texts that share the authors’
opinions or sentiments, which was the dominant cate-
gory in our dataset. The top five most frequently used
bigrams from tweets without self-disclosure were: (look,
like), (happy, birthday), (gon, na), (donald, trump),
(united,state), (social, distance). We note that (gon,na)
and (look, like) are overlapping in both subsets, but
the latter covers a broader set of topics including poli-
tics and the COVID-19 pandemic. Topic modeling pro-
ceeded as follows. After text pre-processing, topics were
generated by the LDA Mallet from the Python wrap-
per.® To obtain an optimal number of topics, multi-
ple topic models with different number of topics vary-
ing from 5 to 30 were created. Each model was eval-
uated by coherence score which measures quality and
interpretability of the topic models. Subsequent anal-
yses revealed the best topic model with 30 topics and
coherence score of 0.563 for tweets with no disclosure,
and 30 topics and coherence score of 0.539 for tweets
with disclosure. Table 8 contains the extracted topics
from each LDA model with relevant keywords. Overall,
the most frequently discussed topics did not differ much
when we compared disclosing tweets and non-disclosing
tweets. During the study period, participants actively
shared information about their daily routines, politics,
and the COVID-19 pandemic. Considering a large num-
ber of self-disclosing tweets that were labeled as the
“Emotion/Opinion” category, it is reasonable to wit-
ness multiple emotion-related keywords associated with
the “Daily life / Feeling” topic. Moreover, topics related
to school may be explainable due to the “Occupation”
category, if there were many school faculty members or
staffs amongst the participants.

7 https://www.nltk.org
8 https://radimrehurek.com/gensim/models/wrappers/
ldamallet.html



Fig. 2. Recollection and actual disclosure
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9 Comparing Self-Reported
Privacy Awareness and Actual
Self-Disclosure

We compared users’ stated privacy and security risk
awareness and their actual sharing behaviors. Prior
studies have examined whether privacy risk perception
explains the use of certain privacy protection strate-
gies [25, 48, 53-55, 55, 61, 62]. Their work has yielded
mixed findings; several studies have argued that there
is no relationship between users’ risk perceptions and
privacy behaviors [48, 53-55, 55], while others have re-
ported a positive correlation between these two factors
[25, 61, 62]. We first examined the prevalence of and
stated reasons for participants’ utilization of privacy
and security settings. Specifically, Twitter has two pri-
vacy enhancing features: two-factor authentication and
protect your tweets. The two-factor authentication fea-
ture requires users to go through additional steps with
either a code, a login confirmation via an app, or a phys-
ical security key when they log in to their accounts. At
the same time, users may keep their accounts private
with the tweet protection setting, which means only

their current followers are able to see their tweets. The
self-reported use of login verification settings among our
study participants was as follows: 47 (42.73%) partici-
pants reported having activated the login verification
feature, while 63 (57.27%) people answered “No” or “I
don’t know”. Among those who used this feature, more
than 75 % of them (n = 37, 78.72%) responded they
used it due to concerns over account security. This find-
ing supports the assumption that people utilize privacy
and security settings because they acknowledge and are
concerned about potential privacy risks. In terms of
the adoption of “protect your tweets” feature, 5.45%
of subjects responded “Yes”, 85.45% responded “No”,
and 9.09% responded “I don’t know”. Considering the
fact that all of the participants’ accounts were actu-
ally public, their responses indicate that for some users,
there is little understanding of the feature, which could
be a result of a suboptimal user interface for the pri-
vacy setting or other reasons [91]. There was, however,
no strong correlation between users’ self-disclosure and
their use of privacy/security enhancing options, partic-
ularly for the login verification setting, when it was
analyzed independently. This claim was tested with a
one-way ANOVA and results were not found to be sta-
tistically significant. In order to discover a set of in-



Table 8. Top five topics from topic model with relevant keywords
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Topic ‘ Keywords Number of Tweets

. . Daily life / Feeling make, time, love, feel, good, hope, today 5,518
Tweets with self-disclosure School work, read, kid, school, book, thing, home, student 24
Wearing mask find, back, call, play, wear, mask 3
Politics trump, vote, biden, hard, lose, put, party 2

Daily life time, make, live, home, world, work 11,061

Current event day, today, watch, thing, president, read, make, stop 3,341
Tweets without self-disclosure Covid19 people, state, die, coronavirus, pandemic, case 786
Trump good, trump, back, bad, guy, man, great 288
Politics trump, vote, biden, bernie, people, american 39

dependent variables (income, gender, age, education,
race/ethnicity, occupation, privacy setting) that signif-
icantly influence online self-disclosure, a stepwise re-
gression was performed and suggested a removal of in-
come and race/ethnicity variables. A stricter threshold
for significance (o = 0.05/5 = 0.01) was implemented
as a result of Bonferroni correction. With respect to
socio-demographic factors, the results were identical to
the previous findings. The model further suggests that
an increased disclosure was predicted among those who
stated they activated the login verification setting, com-
pared to those who answered “I don’t know” (coefficient:
0.0764, p < 0.01).

10 Discussion

which
(income,

The current study investigates of several

socio-demographic factors age, gender,
race/ethnicity, education, occupation) are associated
with the adoption of privacy and security settings and
self-disclosing behaviors of 110 active Twitter users.
We demonstrate interactions amongst these factors and
disclosure as a function of disclosure content. We con-
tribute to the existing literature by also examining
multiple aspects of their stated/observed privacy be-
haviors from Twitter. The observed disparity between
users’ recollection and actual self-disclosure and users’
lack of knowledge about the public or private status
of their accounts raises concerns about personal data

management on social networking sites.

10.1 Socio-Demographics and Privacy
Behaviors

Twitter users’ privacy behaviors were interpreted
through the lens of privacy preferences and online self-
disclosure. Firstly, statistical analyses on the login veri-
fication feature demonstrate that a user’s socioeconomic
status or demographic factors have no impact on their
usage of the privacy protection feature, contradicting
our expectations. Previous literature showed conflicting
results that gender and age indicators are related to the
use of privacy enhancing tools [24, 25, 92]. Additionally,
previous work that analyzed attitudes toward privacy on
Twitter [93, 94] solely focused on whether users set their
accounts private or not, unlike our study which specifi-
cally tested for the login verification feature. Still, over-
all results for RQ1 did not confirm variations of privacy
preferences in different SES or demographic populations
observed by prior studies [24, 25, 92, 93].

For self-disclosure, our findings suggest that partic-
ipants’ gender and education level statistically affect
their information sharing behaviors on Twitter. In
line with previous findings, female participants demon-
strated a higher level of self-disclosure than male par-
ticipants. Also, participants holding a college diploma
or higher shared less than those with less than a
high school degree or equivalent. An analysis with
the stepwise regression model showed that income and
race/ethnicity are the least significant predictors of self-
disclosure. The removal of income and race/ethnicity
indicators produced two additional findings: (1) partic-
ipants in their thirties were more likely to disclose per-
sonal information online than those of ages 18-20; and
(2) participants engaged in management, business, and
finance-related operations disclosed more about them-
selves than unemployed individuals. As a result, our
study identified varying degrees of self-disclosure by



some groups of populations, particularly in gender, ed-
ucation, age, and occupation.

To interpret our empirical findings on self-disclosure in
the context of digital inequality, we note Madden’s find-
ing [1] that underrepresented populations report suffer-
ing from not finding adequate privacy-enhancing strate-
gies required to better secure their data in online envi-
ronments. Accordingly, we assumed that low-SES users
would be more likely to share their personal information
than high-SES users. Our assumption was supported in
a sense of education level: participants with lower levels
of education (less than a high school degree or equiva-
lent) disclosed personal information more severely than
those who attained a college degree or higher. Yet, in
contrast to our expectation, unemployed individuals dis-
closed less than those reported to work in management,
professional, and related occupations, which are typi-
cally the highest paying of the major occupational cat-
egories.

We observed no relation between privacy preferences
and patterns of self-disclosure when examined in iso-
lation using a one-way ANOVA. However, a linear re-
gression model with other demographic variables sug-
gested increased disclosure among those who claimed to
be using the login verification setting, compared to those
who answered “I don’t know”. This result is consistent
with Liang, Shen, and Fu’s report that individuals with
advanced privacy settings were found to disclose large
amounts of personal information online [93]. Additional
insight is provided when considering participants’ re-
sponses about their usage of the tweet protection fea-
ture. The results show that 10 users (9.09%) were not
familiar with this feature by answering “Yes” or “I don’t
know” when no participants used it.

10.2 Types of Personal Information of
Self-Disclosure

Our study is novel in that it explores the contents
of personal information in self-disclosure along socio-
demographic lines. In prior work, only gender and age
variables have been primarily explored [40, 41, 44]. As
expected, the ANOVA suggested that self-disclosure
varied across some contents of personal information.
A descriptive analysis demonstrates that emotions and
opinions are dominant topics of the conversation re-
gardless of socio-demographic dimensions. Correspond-
ing to Humphreys et al’s finding [81], tweets tend
not to include personally identifiable information: only
one participant in our sample mentioned an email ad-
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dress. While tweets by people with different levels of
income, age and ethnic groups did not vary in terms
of categories of personal information, variances con-
cerning the remaining variables (gender, education, and
occupation) were found to be statistically significant.
Our results reinforce prior observations of higher self-
disclosure by women of more intimate and subjective
topics [40, 41]. While topical patterns of disclosure along
socio-demographic factors have not been thoroughly ex-
amined in previous literature, we did not pursue specific
predictions or hypotheses in terms of differences within
race/ethnicity, education, and occupation variables.

10.3 Implications for Future Studies

The present study has provided insights into how online
self-disclosure varies across socio-demographic popula-
tions. We found that participants who are female or
have lower levels of education tended to share their per-
sonal information more actively than the others, which
makes them more susceptible to privacy harms. In line
with Madden’s finding [1], these findings highlight po-
tential signs of digital inequality, particularly across ed-
ucation levels. Yet, findings associated with the occupa-
tion variable are inconsistent with our previous finding
in the education variable: unemployed individuals dis-
closed less than those reported to work in management,
professional, and related occupations. Regardless, over-
all results suggest that privacy has become part of the
digital divide, separating those who can understand and
control their privacy from those who cannot. That is,
some populations are more adversely affected than oth-
ers. Prior literature [26, 72-75] has demonstrated unde-
sirable repercussions of intended or unintended disclo-
sure. Future work should explore differential impacts of
disclosure across SES and demographic subgroups.

Not only the intensity of self-disclosure but also the
contents of shared information matter. We discovered
a strong variation in topics of disclosure amongst dif-
ferent socio-demographic groups. Although participants
generally did not reveal sensitive information such as
phone number or email address, it does not guarantee
the protection of their privacy. For example, if pieces of
information, including “Birthday/Age” and “Location”,
retrieved from tweets are combined with other publicly
available data, the particular user may be identified.
That being said, we reckon it is critical to investigate
technological interventions that could assist all individ-
uals with privacy and security decision making.



Our additional findings open up new lines of research
related to privacy nudges. We found that there exist
significant discrepancies between participants’ recollec-
tions of sharing and their actual behaviors and that
some participants were unaware if their accounts were
public or not. Hence, developing an automated mech-
anism that regularly informs users about shared cat-
egories and privacy settings can be useful to improve
their privacy awareness.

10.4 Limitations

Despite our efforts to enroll diverse participants, our
sample of Twitter users is not fully representative of the
United States adult population. Our sample was demo-
graphically skewed in terms of race/ethnicity: none of
our participants identified as Asian and a majority of
participants (n = 87, 79.09%) identified as Caucasian.
According to the Pew Research Center, the racial and
ethnic breakdown of Twitter users is similar to the U.S
adult population [89]. According to the 2019 U.S. Cen-
sus Bureau Estimates,” 60.1% of the total U.S popu-
lation is Caucasian, 13.4% is African American, and
18.5% is Hispanic. Asian Americans make up of 5.9%
of the population, and multiracial Americans the re-
maining 2.8%. It is critical to note that the sample size
of our study is small. That is, the uneven racial distri-
bution of our sample and the small sample size might
have limited our opportunities to uncover significant re-
lationships with respect to our variables of interest. We
are encouraged, however, by the significant effects we do
find and suggest that they should be considered mean-
ingful given the exploratory nature of the study.

We did not explore distinctions between professional
and personal accounts. We acknowledge that these ac-
counts may have differential patterns of self-disclosure
and that this variable may mediate observed effects. In
addition, we used a sequential recruitment approach,
and included follower look-alikes as an ad targeting
strategy later in the study. We are not sure the impact
this strategy may have had on our findings, however,
we have verified that participants recruited using this
approach do not significantly differ from other study
participants with respect to demographic variables.

This study is focused on capturing explicit forms of
self-disclosure, signalled by the presence of first-person
pronouns. We acknowledge that this approach does not

9 https://www.census.gov/quickfacts/fact/table/US#
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exhaustively capture every instance of self-disclosure.
This may have affected discrepancies between individ-
uals’ recollection of sharing and their actual disclosure,
particularly for some subjective categories.

11 Conclusion

We presented a study of how 110 Twitter users perceived
and managed their individual privacy. We examined ef-
fects of income, gender, age, race/ethnicity, education
level and occupation on their privacy preferences and
patterns of self-disclosure. Although differences in the
usage of privacy and security feature were minimal, gen-
der and education level were identified as important fac-
tors in predicting the levels of self-disclosure. Addition-
ally, we described differences in the types of information
shared by socio-demographic groups.

Our additional findings identify notable discrepancies
in participants’ knowledge of their privacy: 1) partici-
pants’ stated behaviors do not match their actual self-
disclosure, and 2) some participants were unaware if
their accounts were public or not. Future work can in-
vestigate potential remedies to offer an equitable envi-
ronment for all individuals’ privacy understanding and
control.
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A Survey Questions

We present the questions asked to the participants in
the surveys. Some answer options are omitted due to
space constraints.

A.1 Screening Survey Questions

What is your gender?

What category below includes your age?
Which race/ethnicity best describes you?

In what state or U.S territory do you live in?

CUk W=

What is the highest level of school you have com-

pleted?

6. What is your combined total household income? (eg:
50000)

7. How many adults are in your household (including
yourself)?

8. How many children are in your household?

9. How often do you use Twitter?

10. How often do you visit the Twitter website or use a
Twitter app?

11. Do you use 'Protect Your Tweets’ setting on Twit-

ter?

A.2 Entry Survey Questions

1. Please provide your Twitter user name (eg: '@john-
snow’)

2. Please provide your email address. We will use this
to follow-up with you and send out the compensa-
tion.

3. Which of the following categories best describes
your current occupation?

4. Please enter your job title.

5. Please describe your job in one or two sentences.
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A.3 Exit Survey Questions

1. During the study period, how many tweets did you
delete per week on average?
e (0, 1-5, 6-10, 11-15, more than 16)

2. Please think about the most recent time when you
deleted a tweet. What was it about?

3. Why did you delete the tweet you described in ques-
tion 27

4. Do you use login verification setting on Twitter?
e (Yes, No, I don’t know)
Please describe the reason.

During the study period, do you recall sharing any
of the following?

e Age (Yes, No, I don’t know)

o Gender (Yes, No, I don’t know)

e Ethnicity (Yes, No, I don’t know)

e Marital Status (Yes, No, I don’t know)

e Education (Yes, No, I don’t know)

e Employment Status (Yes, No, I don’t know)
e Income (Yes, No, I don’t know)

e Hobbies (Yes, No, I don’t know)

e TV Programs (Yes, No, I don’t know)

e Leisure Activities (Yes, No, I don’t know)

e Shopping / Purchasing Habit (Yes, No, I don’t know)

e Phone number (Yes, No, I don’t know)
e Postal code (Yes, No, I don’t know)
e Street Address (Yes, No, I don’t know)
e City (Yes, No, I don’t know)
e State (Yes, No, I don’t know)
e Email address (Yes, No, I don’t know)
e Workplace location (Yes, No, I don’t know)
e SSN (Yes, No, I don’t know)
7. Please select any online social networks you use
other than Twitter.
8. How often do you use any online social networks?

B Statistical Results for RQ3

We demonstrate a mean percentage of disclosing tweets
in each personal information category across predictors
(see Table 9 in the next page). A One-way ANOVA
was used for significance tests. Significance codes ( “***’
0.001 “**’ 0.01 “*’ 0.05) are marked on all of the values

in a significance set.
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Table 9. Mean percentage of disclosing tweets for RQ3
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