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in Voice Assistant App Stores
Abstract: Intelligent voice assistants, and the third-
party apps (aka “skills” or “actions”) that power them,
are increasing in popularity and beginning to experi-
ment with the ability to continuously listen to users.
This paper studies how privacy concerns related to such
always-listening voice assistants might affect consumer
behavior and whether certain privacy mitigations would
render them more acceptable. To explore these ques-
tions with more realistic user choices, we built an in-
teractive app store that allowed users to install apps
for a hypothetical always-listening voice assistant. In a
study with 214 participants, we asked users to browse
the app store and install apps for different voice as-
sistants that offered varying levels of privacy protec-
tions. We found that users were generally more willing
to install continuously-listening apps when there were
greater privacy protections, but this effect was not uni-
versally present. The majority did not review any per-
missions in detail, but still expressed a preference for
stronger privacy protections. Our results suggest that
privacy factors into user choice, but many people choose
to skip this information.
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1 Introduction
This paper studies people’s interactions with app stores
for continuously listening voice assistants. We see these
as a potential evolution of today’s voice assistants,
which have reached hundreds of millions of consumers
around the world [27] and provide a convenient, hands-
free way to play media, make purchases, and control
smart home gadgets [7], as well as access tens of thou-
sands of voice-controlled third-party apps [4].
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Current voice assistants act predominantly on com-
mands that follow wakewords (e.g., “hey Siri”), but in
order for these devices to become more helpful, this
requirement may be relaxed. For example, Google As-
sistant can, under certain circumstances, be activated
without the wakeword [32, 56]. Amazon has experi-
mented with “pre-wakeword speech processing” [45] and
released Alexa features that monitor the audio envi-
ronment continuously for certain sounds [58]. Contin-
uous listening has also found its way into wearable fit-
ness trackers [8, 36]. Additionally, research in HCI has
shown how always-listening voice assistants can ben-
efit users through proactive health support, stream-
lining work environments, and automating common
tasks [42, 49, 54, 55]. Furthermore, scientific studies
have demonstrated consumers’ interest (and additional
ideas) for these features [52, 53]. We therefore believe
there is a reasonable likelihood that, when the technol-
ogy catches up, manufacturers will augment voice assis-
tants with continuous listening features—always on, al-
ways listening, and ready to respond to user input with-
out being explicitly prompted. The goal of our research
is to help protect consumers who eventually choose to
adopt this technology from the privacy risks it entails.
Our study does this by measuring people’s demand for
privacy controls, comparing views on different privacy
approaches, and showing when in the product usage cy-
cle these preferences manifest themselves.

Our underlying hypothesis is that strong privacy
controls and limitations on what voice assistants and
apps hear would offer platforms, and their users, greater
confidence to adopt continuous listening. However, at
present, the privacy controls offered by voice assistants
are limited. For smart speakers, the primary available
control is a mute button, which is rarely used [33]. Sim-
ilarly, there are not many privacy options and choices
when it comes to apps. For example, Amazon Alexa
requires users to review and grant permissions when in-
stalling skills that access information deemed sensitive,
such as a customer’s name, address, or email [5].

Would stronger privacy controls make people more
willing to adopt continuously listening assistants and
their apps? If so, what should those controls be? What
is the best way to protect user privacy while maintain-
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ing device functionality? Our study attempts to make
progress on this problem by focusing on one specific
aspect of it: which privacy protection approaches
make people more likely to use continuously lis-
tening assistants? Specifically, we aim to: (1) measure
the extent to which the privacy protections of a contin-
uously listening assistant matter to potential users, (2)
consider specific examples of privacy controls and how
people might react to them, and (3) investigate method-
ological techniques for studying a device’s acceptability
before the full ecosystem has been developed.

To explore these questions with more realistic user
choices, we presented participants in our study with a
description of a particular—but as-yet hypothetical—
always-listening voice assistant. To accompany this vi-
sion, we built an interactive app store that allowed users
to install apps for this device. Each participant was seri-
ally presented with two different assistant designs that
offered varying levels of privacy protections, and was
asked to install apps from the app store for each con-
dition. Our findings show that many people prefer en-
hanced privacy protections and install more apps when
those are in place. However, despite over half of partici-
pants indicating that privacy was a reason for preferring
one of the two conditions they were assigned, the ma-
jority did not look at the permissions for the apps they
installed. We conclude that privacy controls could im-
prove user acceptance of continuous listening devices,
but implementation details are critical to ensure that
users are aware of said controls. Our experiments also
shed light on which types of controls could be most ef-
fective, along with their potential limitations.

2 Related work
This section surveys the literature relevant to our study.

2.1 Continuous listening assistants

Our work studies the acceptability of different versions
of proactive, continuously-listening voice assistants. To-
day’s assistants do not provide this level of monitoring,
though their microphones are always on, listening for
wakewords and other sounds [58]. Other continuously
listening products currently on the market are also more
limited in their scope. For example, Fitbit products of-
fer snoring detection [36], while Amazon and Spotify
are focused on identifying mood and emotions [8, 46].

However, academic researchers have shown the potential
for more advanced technologies, such as assistants that
engage their users proactively [54], for example by ana-
lyzing conversations to offer information from relevant
web searches [49] or performing administrative tasks
like creating reminders, updating calendars, or sending
emails [42]. Researchers have also studied user perspec-
tives on these more advanced technologies, asking about
conversations they imagine having with a perfect as-
sistant [53] and investigating features an advanced as-
sistant such as this might offer [52]. We prepare for
the eventuality that these proactive technologies may
soon become real products by studying consumer pri-
vacy concerns and potential mitigations for them.

2.2 Voice assistant privacy concerns

While continuous listening assistants may still be in the
future, present-day voice assistants already give rise to a
variety of privacy concerns, which researchers have doc-
umented [31, 41]. Studies have compared the concerns of
users and non-users [33], risks from within and without
the household [21], and differences between beliefs and
devices’ actual behavior related to data retention [38]
and data flow [1]. Researchers have also identified that
special concerns arise from users whose voices are cap-
tured but who are not the device administrators (“pas-
senger” or “incidental” users) [15, 28]. Our work helps
extend the understanding of voice assistant privacy by
studying how these concerns may impact users’ deci-
sions about installing apps.

2.3 Third-party apps, risks and mitigations

A major source of risk for voice assistants (as well as
other platforms [51]) stems from their third-party fea-
tures, known as “skills” for Alexa and “actions” for
Google Assistant. (We refer to them using the more
generic term “apps.”) Researchers have created apps to
execute man-in-the-middle attacks [43] and hijack in-
teractions intended for benign apps [29]. While apps for
voice assistants face a certification process [6], malicious
apps have been able to bypass it [12]. The danger from
malicious apps is compounded by users’ sometimes-
incorrect mental models about assistants [1], as they
struggle to differentiate third-party apps from features
of the assistant itself [37]. Researchers have sought to
curb the risks from malicious apps by identifying those
that ask for sensitive [48] or otherwise inappropriate
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content [20]. Our work adds to the literature by propos-
ing and examining new limitations that can be imposed
on third-party apps to enhance privacy.

2.4 Install-time permissions

Our study focuses on how privacy choices during the in-
stallation process affect people’s decisions about adopt-
ing apps for always-listening assistants. This is analo-
gous to the decision users face when they are prompted
to review permissions before installing apps in other
situations, such as smartphone app stores. Researchers
have studied these decisions, often finding low atten-
tions and comprehension rates [17], but showing that
user engagement can be improved through redesigned
interfaces [24] and nudging [3]. Our work extends this
research into a new domain, where install-time permis-
sions have already started to make an appearance [5].

3 Threat model
Developing privacy-enhancing technologies necessarily
raises questions about who will be doing the protection
and against whom. In the context of voice assistants, the
devices themselves are often seen as privacy risks [1, 33,
41] and are therefore a natural target. However, adding
external privacy controls means introducing a new third
party—which must be trusted—to the equation. That
complicates research on this subject, especially due to
the still-hypothetical nature of not only this party, but
also the assistant itself.

Instead, we modeled voice assistants as the com-
bination of (1) a platform and (2) apps that run on
top of it. Under our threat model, the platform itself
is trusted, and the privacy protections are targeted at
limiting data exposure to apps.

We believe this is a realistic assumption, because ex-
isting voice assistants are already hosts to vast ecosys-
tems of apps: third-party developers are able to write
applications that add features and capabilities to the
assistants, such as ordering food, arranging transporta-
tion, or playing games. Amazon Alexa, the most com-
mon assistant [9], advertises that its “skills” number in
the tens of thousands [4].

The privacy risks of apps are also far from theoret-
ical: over the years, academic and industry researchers
have uncovered numerous ways in which motivated at-
tackers could use them to gain access to user data, up

to and including raw audio recordings from the devices’
microphones [12, 14, 25, 43]. Furthermore, end-users are
often uncertain about the boundaries between voice as-
sistants and third-party “skills” [37]—a confusion which
attackers are able to leverage [29, 57].

By assuming that only apps are distrusted—but
the platform is not—we miss out on capturing some
user concerns, which is a limitation of our approach.
Nonetheless, we believe that our findings can be use-
ful in protecting people’s privacy against device man-
ufacturers as well. First, we envision that, like cur-
rent smartphones, most core functionality can be im-
plemented through built-in apps, which will be subject
to the same permissions as third-party apps. This al-
lows for a smaller trusted computing base and leaves
most user concerns directed at the (first-party) apps.
Second, the solutions that we evaluate could also, in
the future, be implemented by third-party devices (sim-
ilar to those proposed in recent research [22, 35]) to limit
what the assistant device (regardless of any apps) hears.
We therefore believe that our results will inform those
adopting a stricter and more realistic threat model.

4 Experiment design
Our goal is to determine which privacy approaches
would make people more comfortable with using contin-
uously listening voice assistants. One approach is to ask
people directly: describe the assistant and the potential
privacy protections, then survey self-reported prefer-
ences and willingness to adopt the technology. However,
intentions do not always match actual behavior [26].
Therefore, we felt it would be more instructive to ob-
serve consumers’ revealed preferences: seeing how they
actually make decisions, rather than asking about how
they say they would.

4.1 Uncovering revealed preferences

In general, there are a few ways in which preferences
about voice assistants could be revealed. People who are
more comfortable with continuous listening would be
more likely to obtain one of these devices. They would
also be more likely to install apps for it. Once the apps
are installed, those more comfortable would be more
willing to use them (i.e., keep the assistant enabled and
have conversations around it).
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Since continuously listening assistants are still hy-
pothetical, there are no products that can be used to
examine revealed preferences. However, aspects of the
experience can be simulated, with varying degrees of
realism. In particular, app installation might take place
off-device (e.g., on the user’s smartphone) and there-
fore does not rely on the assistant’s existence. For this
reason, we decided to focus our study on the app instal-
lation process for continuously listening assistants.

Framing our study around app installation enhances
the realism of the preferences we collect because it mim-
ics how users will encounter information and make de-
cisions in the real world. After getting a new assistant
device, consumers will not be required to read instruc-
tions (or complete a survey), but they will most likely
install apps. Therefore, to make the study more realistic
for our participants, we created a fully interactive app
store for a hypothetical voice assistant, modeled after
existing smartphone app stores, which allowed users to
browse and “install” a range of apps. The privacy infor-
mation displayed in the store varied depending on the
condition a participant was assigned to, which enabled
between-subjects comparisons.

When considering the app installation process, we
conjectured that, if people are less comfortable with a
device’s privacy features, they will be less likely to in-
stall new apps for it, because doing so might expose their
private speech to untrusted third parties. We therefore
hypothesized that when people are more comfort-
able with an assistant’s privacy approach, they
will install more apps for it.

Based on that hypothesis, our study compares the
number of apps installed in different privacy conditions.
However, we caution that the link between app installa-
tion and comfort is unproven; and therefore we note that
the null hypothesis (finding that there is no difference
between number of apps installed in different privacy
conditions) does not imply that people have no prefer-
ences between the offered privacy protections. It could
be that such preferences exist, but do not translate into
different numbers of installed apps.

To enable us to verify our hypothesis despite this
uncertainty, we designed our study to collect people’s
stated preferences about the privacy conditions in ad-
dition to their quantified behavior (the number of apps
they installed). To facilitate this, we added a within-
subjects experiment to our study, in which we had each
participant try out more than one privacy condition.
This allowed us to ask participants directly about the
extent to which the privacy differences influenced their
decisions, as well as gain additional qualitative insights.

4.2 Privacy protections

Our next task was to determine which privacy ap-
proaches to include in our acceptability experiments. A
variety of privacy-preserving approaches would be suit-
able for inclusion; however, because we were using novel
methods with an uncertain effect size, we decided to
limit the number of conditions in our study and focus
our evaluation on just two approaches to permissions—
the ones we considered most promising—as well as a
third, control, condition. Accordingly, we defined three
privacy approaches, inspired by techniques referenced in
literature [22, 35, 39], that would serve as our study’s
independent variable:
– The Control condition had no privacy protections.

Every app would have access to all audio heard by
the voice assistant. (For example, a flight reserva-
tions app might hear and share all conversations
happening in the home.)

– Under the topic modeling (“Topic”) approach, only
speech that falls into an app’s category will be ac-
cessible to it. A category is a predefined “bucket” of
speech, such as a topic or intent. (For example, the
topic for a flight reservations app might be travel.)

– In the network-restricted approach (“Network”),
the voice assistant processes audio locally and will
only pass speech on to third-party API endpoints
when necessary for an app’s functionality. The per-
mission system enforces the rule that only certain
types of data may leave the device. (For example,
a flight reservations app might need to share des-
tinations and desired prices with its server, but all
other speech in a conversation can stay local.)

Table 1 lists expanded descriptions of each privacy
model. All three privacy models assume that apps re-
ceive raw audio (though which audio might be restricted
by the privacy approaches), rather than transcripts of
conversations. We made this choice so that the architec-
tures we explored would be compatible with a greater
variety of apps with advanced use cases that might re-
quire access to underlying audio, such distinguishing
speakers, analyzing emotions, or making sense of noises.
However, this choice is not inherent to these privacy ap-
proaches, and, in fact, performing speech-to-text before
sharing conversations with apps could be one possible
privacy enhancement for platforms.
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Table 1. Descriptions of the different privacy protections, as seen
by participants. (“ALVA” is the name used to describe the contin-
uously listening voice assistant in our study.)

Description
Control Every app has access to all the audio that ALVA’s

microphone picks up. This means that a conversa-
tion held in the same room as ALVA will likely be
entirely heard by all apps, while a quiet conversa-
tion in another room behind a closed door probably
won’t be heard.

Topic To minimize the audio shared with third-party apps,
ALVA lists the topic of speech that the app has ac-
cess to. Only speech that is relevant to that topic
will be accessible to the app. However, all speech
that falls into an app’s topic will be accessible to an
app, even if it is not explicitly relevant to the app’s
functionality.

Network ALVA will be listening to all speech that its micro-
phone picks up, but will only record speech and send
it to an app when necessary for functionality. This
means that, even if ALVA heard you say something,
nobody would find out unless it was sent to an app.
What ALVA sends to each app is restricted by the
app’s privacy policy, which is defined by each app’s
third-party developer. This policy is found in each
app’s permissions section, which you can view be-
fore installing, on the app’s ALVA Store page.

5 Methods
To test our hypotheses, we designed a study that had
participants browse a simulated app store under differ-
ent privacy conditions and answer questions about their
experience. In this section, we detail our methods for
collecting and analyzing the data.

5.1 Study flow overview

Our study used a survey format to allow participants to
complete the experiment in a self-guided manner. The
survey consisted of a mix of free-response and multiple-
choice questions, in addition to two interactive activities
(browsing the app store), which were embedded directly
within the survey (see Figure 1). We used a fictional new
voice assistant, “ALVA,” as a product that the partici-
pants would be giving their opinion on.

At a high level, participants in our study went
through the following steps:
1. Learning about the voice assistant
2. Learning about a specific privacy protection method
3. Installing apps from the interactive app store
4. Answering questions about their installation choices

5. Learning about another privacy protection method
offered by a “different version” of the device

6. Installing apps from the interactive app store for the
new version of the device

7. Answering questions comparing the privacy options

Thus, participants learned about two different privacy
protections. These were assigned randomly, without re-
placement (i.e., no participants experienced the same
approach twice).

5.2 Study details

We began the survey by collecting information about
participants’ prior usage of existing voice assistants
(e.g., Siri, Amazon Alexa, or Google Assistant) and their
present attitudes towards them. (The complete survey
instrument is available in Appendix A.)

Next, we introduced the ALVA device, describ-
ing it as always-listening in that—unlike existing voice
assistants—it does not need a wakeword to activate. We
used an attention check question to ensure participants
were reading the explanations; those who failed this at-
tention check were excluded from further participation
and were not included in the reported data. We did not
apply additional screening criteria. In particular, we did
not limit the study to participants who had prior expe-
rience with voice assistants or who were in the market
for a voice assistant; we made this choice because we felt
that the unfamiliarity of a continuous listening assistant
would make it hard for respondents to predict whether
they would be a potential user of one of these devices,
and probing the purchase decision in more detail would
detract from the focus of our study.

We then introduced the idea of apps, which add
functionality to the otherwise featureless base voice as-
sistant. Participants were randomly assigned to learn
about one of the three privacy protection methods (de-
scribed in 4.2). At this point, we asked two comprehen-
sion check questions to ensure participants understood
that they would need to install apps to use ALVA and
how the privacy model of their ALVA version worked.
We did not disqualify participants for failing these com-
prehension checks, but instead asked them to try again.
We chose this strategy because we felt that our initial
attention check, combined with skimming submissions
for gibberish and other responses that obviously did not
address questions, was sufficient for weeding out low-
effort responders. (Incorrect answers among remaining
participants may be indicative of confusion rather than



Effects of Privacy Permissions on User Choices in Voice Assistant App Stores 426

Fig. 1. Front page of the app store seen by participants as one of the survey pages

cheating.) Our approach helped ensure that participants
achieved a baseline level of understanding of the differ-
ent privacy conditions. Furthermore, later in the survey,
we asked participants, “In your own words, please de-
scribe the differences between ALVA 1 and ALVA 2.”
We observed that responses to this question were con-
sistent with an understanding of the differing privacy
mechanisms presented in our study.

Participants’ next task was to browse the app store
and install any apps that they thought they would use
if they were gifted an ALVA device. The app store con-
tained various apps such as alarms, music, and a calen-
dar. In total, 18 apps were listed on the store homepage,
along with their icon and name. (The complete list of
apps can be found in Table 2.) We selected these apps
based on literature on existing usage patterns and pro-
jected features [7, 39, 52, 53].

The store listed every app as having been created by
a “third-party developer” without specifying their name
or other attributes. Additionally, all apps requested per-
missions appropriate to their functionality (i.e., there
were no malicious or over-permissioned apps).

Participants could click on an app to view its
overview page (Figure 2), which consisted of three sec-
tions: a general description of the app, a permissions sec-
tion that described the app’s privacy policy, and an ex-

amples section with sample relevant phrases that would
trigger a response from ALVA. Details in the “Permis-
sions” section corresponded to the privacy protection
method based on the participant’s assigned condition.

We recorded the list of apps installed, the pages
visited, and the time spent on each page and section.
We used this data to ask participants follow-up ques-
tions and, after the survey, analyze what participants
had been paying attention to.

We did not enforce a minimum amount of time
spent browsing the store, nor did we require partici-
pants to install any apps. (If they chose to install none,
we prompted them if they were sure, in order to prevent
accidental submissions.)

After participants indicated that they had installed
all the apps they were interested in, we proceeded to
ask about their experience browsing the app store. If
they had not installed any apps, we asked why this was
the case. Otherwise, we randomly selected an app the
participant had opened and asked them about their mo-
tivation for installing it or for deciding not to install it.

To conclude the first half of the survey, we asked
participants how likely they would be to use the hypo-
thetical voice assistant: “If you received an ALVA smart
speaker as a gift, how likely would you be to set it up
in your home and use it?” Participants could respond
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Fig. 2. Screenshots of the app store interface, including app page description, permissions, and examples sections
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Table 2. ALVA apps: the apps our participants could install, along with their descriptions that were included in the app store

Name Description
Search Queries you would ask Google/Siri/etc.
Calendar Automatically add planned meetings and appointments to your calendar.
Reminders Detects when you want to remember something and automatically save it, in order to remind you at an

appropriate time.
Shopping List Adds items to your shopping list based on your conversations.
Fridge Monitor Keep track of items in the refrigerator and when they are likely to expire.
Recipe Search Helps you quickly find recipes and dictates them to you, hands-free.
Baby Monitor Detects and alerts you when your child is crying.
Alarm Creates and sets custom alarms.
Coffee Scheduler Prepares a custom cup of coffee in advance.
Weather Get the weather forecast. This app can also sense when a conversation discusses plans that may be affected

by the weather, and offer relevant advice.
Scorekeeper This app keeps track of running total scores. For instance, this app can gamify household chores by keeping

track of children’s scores.
Swear Jar This app keeps track of the number of times someone says an expletive. You also have the option of donating

a certain amount to a charity of your choice after swearing too many times.
Trivia This app lets you play a game of trivia against other people or ALVA.
Audiobooks Play audiobooks out loud. Connect to third-party services to get access to all your digital books. Pick your

voice, leave bookmarks, and easily switch to the part you want to hear, all hands-free.
Email Check and send emails. Connect to your existing email accounts and stay productive, hands-free.
Maps Quickly find and save new locations, whether it’s restaurants, attractions, or things to do.
Meditation
Instructor

Whether you need a few minutes to relax or want to practice daily mindfulness, a guided meditation instructor
can help make this process smooth and simple. Choose your desired session length and what you want to
focus on.

Music Easily play music from your favorite artist and discover new music. Can tell you what the current song is.

on a five-point Likert-style scale ranging from “very un-
likely” to “very likely.” We also asked how easy they
found it to control information shared with ALVA and
third party apps, by rating the following statement on
a five-point scale ranging from “strongly disagree” to
“strongly agree”: “I think I can easily control the in-
formation I provide to ALVA and its third party apps.”
Respondents also had to explain why they felt that way.

After sharing their thoughts about this first it-
eration of the smart speaker, we asked participants
to imagine a different version of the assistant device,
ALVA 2, that employed one of the two remaining pri-
vacy protection methods (Control, Topic, or Network).
They repeated the process of learning about the pri-
vacy approach, browsing the app store, and giving their
thoughts on the privacy protection. After this second
round, participants answered, if applicable, why they
installed different apps in Round 1 and Round 2. They
again described their likelihood of using ALVA and the
perceived effectiveness of the privacy protection.

5.3 Analysis

We formulated several hypotheses about the effect that
the availability of privacy controls would have on peo-
ple’s propensity to use the voice assistant.
1. The number of apps installed by participants will

be greater in conditions with some sort of privacy
protection than those with no privacy protection.

2. Participants will show greater willingness to use
ALVA if it includes privacy protections.

3. The effectiveness ratings of the privacy-preserving
approaches will be higher than that of the control
condition.

To test the first hypothesis, our analysis examined the
mean number of apps participants installed for each
privacy protection. We used permutation tests [18] to
compare the difference in the mean number of apps in-
stalled between the three conditions. We chose this test
over a Generalized Linear Mixed Model (GLMM) or the
Kruskal-Wallis/Mann-Whitney U as it better modeled
the statistical assumptions of our study and did not re-
quire knowledge of the underlying distribution of the
random variables. However, we also verified our results
with these more traditional statistical tests.
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The null hypothesis was that the number of apps
installed was the same in each condition (i.e., had the
same distribution). To test this, we separated partici-
pants into groups based on round and condition. We
chose to analyze the rounds separately, as the data
points are not independent, and the order in which the
participants receive the conditions has an effect.

To perform the permutation test, we first calcu-
lated a base difference in sample means d = X̄1 − X̄2,
with respective sample sizes n1 and n2, for each pair of
conditions (Control–Topic, Control–Network, Network–
Topic). We then pooled the data into a single distribu-
tion. For 100,000 iterations, we permuted the data and
computed the sample means for the first n1 observa-
tions and the remaining n2 observations. We then cal-
culated the difference in these sample means, δi. The
proportion of the permuted differences in sample means
greater than our base difference δi > d is our p-value.

To test the second and third hypotheses, we com-
pared how likely participants would be to use ALVA
for each condition and how effective participants found
each protection by using a Wilcoxon signed-rank test on
each possible pair of conditions among all participants
who experienced those conditions in any order.

In order to further understand participants’ think-
ing and reasoning, we used thematic analysis [10] to
analyze responses to our open-ended questions. Two re-
searchers read every one of the 214 answers to each
question (text responses were required, so no partici-
pants skipped questions), iteratively defined a codebook
based on the major themes, and then independently cat-
egorized every response. Because a response could con-
tain multiple sentiments, the codes were not mutually
exclusive (i.e., a response could be labeled with multi-
ple codes), so we used Kupper and Hafner’s statistic for
computing interrater reliability [30].

5.4 Limitations

Several factors could have affected the validity of our
results. While we modeled a real-life decision for our
participants, its ecological validity is necessarily lim-
ited by the nature of the simulation, as well as the
fact that the product we are studying is currently hy-
pothetical. Had the device been real, users may have
perceived its risks as more tangible. However, responses
from participants—in particular, reactions to the Con-
trol condition without any protections—suggest that
they realized the risks of even a hypothetical device.
Nonetheless, participants’ choices lacked actual privacy

consequences for them. Additionally, people may feel
differently if they are actually considering purchasing a
voice assistant, and future work may consider investigat-
ing whether prospective owners make different choices
compared with less likely users.

People’s decisions may have also been affected by
aspects of the simulation being incomplete or not fully
articulated. For example, we attributed apps to a “third-
party developer” rather than specific entities people
may have been familiar with. We also did not provide
information about additional privacy controls voice as-
sistants are likely to carry over from their present-day
versions, such as mute buttons, data deletion options,
and any sort of app review process.

Furthermore, the specific mechanics of our study
may have affected the results. In particular, the two-
phase design of our survey, and the task repetition it
entailed, may have fatigued some participants, affect-
ing their judgment or recall. Like with all surveys, ours
may suffer from experimenter demand effects [59] or so-
cial desirability bias [34] (e.g., perceiving the private
option as more “acceptable”). However, we note that
our methodology focused participants on a decision (in-
stalling apps), so the effect would have to manifest in
people choosing different—but specific—apps, which is
a higher barrier than a typical survey. Respondents’
free-text answers further illustrate their thinking.

Most generally, while we seek to tackle the broad
problem of privacy for always-listening devices, this
study offers a narrow perspective by using the lens of
install-time permissions to study this issue. In order to
gain a complete picture, it must be complemented by
a multifaceted approach that takes into account other
aspects of the system and user perspectives on those.
Furthermore, the scope of our work may limit general-
izability in other ways. For example, since we focused
on always-listening assistants, our results may be appli-
cable, but should not be assumed to generalize, to the
trigger-based voice assistants that are popular today.
Because continuously listening assistants are currently
hypothetical, any eventual products may have different
designs from those we posited; it is therefore possible
that our results may apply only to the designs in our
study. However, as detailed in §4 and §5, we worked to
control, as much as possible, for factors other than the
privacy mechanisms. Consequently, we believe that our
findings can still yield valuable insights about people’s
behavior faced with novel devices, even if not all of our
assumptions about future voice assistants are realized.



Effects of Privacy Permissions on User Choices in Voice Assistant App Stores 430

5.5 Participants

We recruited participants from the Prolific platform [44]
to take an online survey. In total, we used data from
214 participants. The majority (57%) self-identified as
male, the average age was 35, and the average household
size was 2.8. Most (87%) of the participants had some
prior experience with voice assistants. The survey took
approximately 15 minutes to complete, and participants
were compensated $3.75 for their time.

Ethics Participants provided informed consent be-
fore starting the survey. They were made aware of study
procedures (the study involved no deception), the data
being collected (survey responses and interactions with
the interface; no personally identifying information was
obtained), and how it would be handled (all data was
collected anonymously, as the recruitment service pro-
vides only anonymous identifiers, and stored privately).
The study procedures, including data handling prac-
tices, were reviewed and approved by our IRB. We
therefore believe our study conforms with current best
practices for survey-based human subjects research.

6 Results
In this section, we report the results that address each
of our research questions.

6.1 Do people install more apps when
protections are stronger?

We hypothesized that people would install more apps in
conditions in which they are more comfortable with the
privacy protection. To account for ordering effects, we
separated the data into two phases; we refer to Round
1 as the first privacy approach the participants experi-
enced and Round 2 as the second. As seen in Table 3,
the mean number of apps installed in Round 1 across
conditions was essentially the same, with a standard
deviation of σA1 = 0.123. However, we begin to observe

Table 3. Mean number of apps installed by condition, all partici-
pants

Control Topic Network

Round 1 5.5 5.8 5.7
Round 2 3.3 4.7 5.2

Table 4. Were there significant differences in the number of apps
installed by all participants between each pair of conditions? Per-
mutation test p-values

Control-Topic Control-Network Network-Topic

Round 1 0.48 0.74 0.72
Round 2 0.015 0.0010** 0.31

greater differences across conditions in Round 2, with a
standard deviation of σA2 = 0.804 apps installed.

To assess whether the difference in the number of
apps installed in different conditions was significant, we
used a permutation test (Table 4). Among all partic-
ipants, the differences between conditions in Round 1
were not significant. In Round 2, we did find that par-
ticipants installed significantly more apps in the Topic
and Network conditions, as compared with the Control.
There were no significant differences between the Net-
work and Topic conditions.

6.2 How does user attention affect install
decisions?

Observing the discrepancies between Round 1 and
Round 2, we decided to explore whether the teleme-
try we collected could shed light on what was happen-
ing. We hypothesized that differences in behavior could
be driven by whether a user examined permissions be-
fore installing apps. We therefore defined a heuristic for
whether someone looked at permissions: they had to
open the Permissions tab for at least one app in either
round. Using this metric, we found that only 29% of par-
ticipants in our study ever looked at any permissions.

Next, we divided participants into subgroups based
on whether they had looked at permissions and ex-
amined whether these subgroups differed in behavior.
Among people who did look at permissions (Table 5),
the differences in the number of apps installed across
conditions in Round 2 are even more pronounced com-
pared to the entire population (σA2 = 1.314).

Table 5. Mean number of apps installed by participants who
viewed permissions (n = 62)

Control Topic Network

Round 1 6.0 5.6 5.6
Round 2 2.5 3.8 5.7
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Table 6. Mean number of apps installed by participants who did
not view permissions (n = 152)

Control Topic Network

Round 1 5.4 6.0 5.7
Round 2 3.9 4.8 5.0

The number of apps installed by the remaining
participants—those who never looked at any permis-
sions—is shown in Table 6. Among them, the differences
between the two rounds are smaller, when compared
with participants who did review permissions during
installation. Furthermore, the differences across condi-
tions in Round 2 are smaller than in the combined pop-
ulation (σA2 = 0.478). Correspondingly, we found no
significant differences between the conditions in either
Round 1 or Round 2 (Table 7). We therefore conclude
that privacy considerations influenced the app install
choices of those who paid attention to permissions, but
not of those who skipped them.

Our results so far are somewhat ambiguous: there
are not always differences between people’s behavior un-
der different privacy conditions. Is it because they do
not care about privacy, or is something else going on?
We explore this question next.

6.3 Do people prefer privacy protections?

We asked participants how likely they were to use ALVA
(Figure 3) and how effective they found the privacy pro-
tections (Figure 4) after each round of browsing the
store.1 The majority stated that they would be likely
to use the device with the privacy protections in both
the Topic and Network conditions; not so in the con-
trol condition. Furthermore, more than twice as many
found these controls to be effective, compared with the
baseline of the control condition.

Table 7. Were there significant differences in the number of apps
installed by participants who did not look at permissions between
each pair of conditions? Permutation test p-values

Control-Topic Control-Network Network-Topic

Round 1 0.18 0.52 0.64
Round 2 0.19 0.14 0.77

1 Five participants were excluded from these questions due to
a data collection error.

Fig. 3. Likelihood of using device: If you received an ALVA smart
speaker as a gift, how likely would you be to set it up in your
home and use it? Answers by participants in each condition

Table 8. Were there differences in effectiveness ratings and will-
ingness to adopt the privacy modes between each pair of condi-
tions? Wilcoxon Signed-Rank Test p-values

Control-Topic Control-Network Network-Topic

Likelihood p < 0.001*** p < 0.001*** 0.036*
Effectiveness p < 0.001*** p < 0.001*** 0.13

To verify these results, we tested whether the ob-
served differences between the preferences were sta-
tistically significant. Table 8 shows the results of the
Wilcoxon signed-rank test for both questions and each
pair of conditions. All three condition pairs showed sig-
nificant differences for the likelihood question. We ob-
served significant differences for the effectiveness ques-
tion for Control-Topic and Control-Network pairings.
On average, participants found the Network protection
slightly more effective than the Topic protection in con-
trolling information being accessed by third parties (a
difference of 0.25 on a scale of 5 possible discrete rat-
ings), but this difference was not significant.

Fig. 4. Effectiveness: I think I can easily control the information I
provide to ALVA and its third party apps. Answers by participants
in each condition
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Table 9. Common reasons for privacy protection preferences
(IRR = 0.74)

Reason Count Frequency

Prefer one for increased privacy features 121 57%
Not interested in these devices 24 11%
Neither model has sufficient privacy pro-
tections

18 8.4%

Both models do the same thing 17 7.9%
Prefer one for increased sense of security 16 7.5%
Unsure of preference 10 4.7%
Don’t like always-listening 10 4.7%
Can’t trust third-party developers 6 2.8%
Gave other reason 5 2.3%
Prefer one for being more transparent 4 1.9%
Not interested because inconvenient for
end user

3 1.4%

Both models have sufficient privacy protec-
tions

3 1.4%

Not worried about privacy 1 0.4%

We asked participants for their preferences between
the two privacy approaches they experienced (Figure 5).
Most people (52 participants, 69.3%) said they preferred
or strongly preferred the Topic privacy protections to
the Control (which lacked any protections). A similar
proportion (49 participants, 70%) said they preferred or
strongly preferred the Network approach to the Control.
Between Network and Topic, 48.4% said they preferred
Network, 40.6% had no preference, and only 10.9% pre-
ferred the Topic approach.

We then asked participants to explain why they
preferred (or were indifferent between) the protection
methods in Round 1 or Round 2. Table 9 lists the
common themes that emerged from our thematic anal-
ysis. The majority of participants (57%) attributed
their preference to privacy. For example, P28 stated:
“I strongly prefer [ALVA with Network controls] as it
gives the user more control over what data is monitored,
stored, and collected.” Respondents who preferred Net-
work to Topic protections typically perceived the former
as offering greater privacy, but did not offer concrete de-
tails about why they felt more protected: “I am more
comfortable with how the ALVA 2 works. It seems like
you have more control over your privacy and what is
recorded and sent to third party apps” (P193).

The next most common sentiments were a lack of
interest in voice assistants (“I wouldn’t care for either
device because I wouldn’t be interested in anything that
required as much set up as they do,” P104), a feeling
that neither approach offered sufficient privacy protec-
tions (“I don’t particularly like either of these models

Table 10. Explanations for installing different apps across condi-
tions (IRR = 0.85)

Reason Count Frequency

Considered difference in privacy approaches 85 40%
Installed same apps in both stores 41 19%
Mistakenly installed different apps 30 14%
Irrelevant explanation2 28 13%
Wanted to try different apps 21 9.8%
Changed mind about installing an app 16 7.5%

because of the privacy concerns,” P71), and the opin-
ion that the approaches were in effect the same (“I think
they are similar enough to say that I can use either one,”
P215). Only one participant explicitly stated that they
were unconcerned with the possibility that their data
could be obtained by third parties: “Honestly, I have no
fear of info getting out regardless, so whether it hears
what I say or not doesn’t bother me” (P155).

As part of our aim to understand differences be-
tween the different privacy conditions, if a participant
installed different apps in Round 1 and Round 2, we
asked them why this was the case (Table 10). A plu-
rality (40%) of participants cited concern about pri-
vacy protections as a reason for installing different apps.
These sentiments were common even among those who,
according to our analysis, ignored privacy information
while browsing the app store: of the 185 participants
who did not look at app permissions when installing
apps, 55 of them (29.7%) cited privacy as a reason for
installing different apps. Other reasons commonly cited
for installing different apps included making a mistake
wanting to try different apps in different rounds, or
changing their minds about downloading an app for rea-
sons other than privacy.

7 Discussion
Our study’s interactive app store experience provided
a unique means of measuring consumer sentiment in a
scenario modeling real life. Using both quantitative and
qualitative analysis, we learned about people’s views
on privacy approaches for continuously listening voice
assistants. While we witnessed some outright rejection

2 These answers did not directly answer the question about
why their choices were different, e.g., “I just chose what I think
I would use on each device” (P37).
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Fig. 5. Preference between privacy approaches: Do you prefer Condition A or Condition B?

(see Table 9), many were open to these products, which
is consistent with findings in related work [52, 53]. How-
ever, a vast majority of our participants agreed that
privacy controls were an essential prerequisite for them
adopting an always-listening device.

The results of our study demonstrate that, as a
whole, people are generally concerned about the privacy
protections, or lack thereof, offered by always-listening
voice assistants. We recognize that the privacy protec-
tions we studied may be simplistic or incomplete, but
users still preferred them over nothing. Our findings
show that consumers do seek to make choices to pro-
tect their privacy when considering new technologies,
as demonstrated by the number of apps they installed,
and is confirmed by the preferences they expressed after
browsing the store.

7.1 People install more apps when there
are privacy controls

A key hypothesis of our study was that users will install
significantly more apps for their voice assistant when it
has some form of privacy protections. Our results pro-
vide some evidence in support of our hypothesis, as the
participants in the Network and Topic conditions in-
stalled significantly more apps than the Control condi-
tion in Round 2. On average, participants in Round 2
installed the most apps in the Network condition, fol-
lowed the Topic condition, and the fewest in the Control.

Yet, the picture is complicated by the absence of a
similar effect in Round 1, where participants installed
approximately equal numbers of apps across conditions.
This is especially concerning as the first round, where
participants had no prior experience with the app store,
may be more representative of naive users.

7.2 Privacy choices may depend on
focusing effects

In our results, we observed that only in Round 2 did par-
ticipant behavior differ based on the privacy controls,
whereas they had no effect in Round 1. Why was this
the case? There may be several possible explanations
of this phenomenon. One hypothesis is that, at first,
people focus on the exploration task—choosing apps
that are interesting to them. Privacy does not factor
into their decision, either because it is not top-of-mind,
or because they were told to assume that they already
have the always-listening device, and they may believe
that installing apps may not significantly alter their pri-
vacy exposure. Round 2, by virtue of only differing in
the device’s privacy controls, may bring those front and
center—priming people to think about privacy [13]. Al-
ternately, the effects may be deliberate rather than un-
conscious: the highlighting of the privacy controls may
cause participants to be more careful or reflective about
their choices, where they had not been previously [2].
Finally, some participants may not have comprehended
the privacy scenario presented in the first round, but
this could have changed in the second round, when
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they could mentally compare the second privacy sce-
nario to the first one. Future research could test these
suppositions, for example by interrogating participants’
assumptions in greater detail, or emphasizing privacy
choices and their effects earlier (i.e., in Round 1) and
examining the effects of doing so.

7.3 Most do not pay attention to
permissions

Another open question is whether Round 1 or Round
2 is more reflective of people’s real-world behavior; re-
gardless of the answer, a clear implication of our study
is that many people skip—and therefore miss—privacy
information available when installing apps. As part of
our analysis, we divided people into groups based on
whether they examined individual apps’ permissions.
Less than a third of our participants (29%) fell into the
group that did look at permissions, but it was among
them that we saw significant differences in the number of
apps installed between privacy conditions (Table 3). In
contrast, those who skipped the permissions, while ac-
counting for the majority of our participants, showed no
significant effects in their data. While one might think
that these people simply did not care about their pri-
vacy, their open-ended responses suggest that this is not
the case. The discrepancy between people’s stated pref-
erences and their actual behavior is a well-studied phe-
nomenon in privacy literature [26], and it is often ex-
plained by a lack of available or usable alternatives [50].
Accordingly, we conclude that it is specifically the user
experience of install-time permissions that leads people
to skip them, rather than a lack of privacy preferences or
concerns. This confirms prior work studying install-time
permissions in smartphone app stores, which likewise
found low levels of attention, engagement, and under-
standing [17, 23], resulting in recommendations against
this privacy mechanism [16, 47] and the switch among
smartphone platforms to runtime permissions [11, 19].
Our results may therefore hold implications for exist-
ing voice assistant app stores, which currently rely on
install-time permissions [5].

7.4 Privacy controls improve the
perception of the assistant

We investigated how likely participants would be to use
the continuously-listening assistant in each condition.
The results support our original hypothesis that pri-

vacy controls make people more willing to use always-
listening assistants, as participants were significantly
more likely to say that they would use ALVA when
it featured the Network or Topic protections, as com-
pared with the Control condition. We conclude that pri-
vacy protections not only increase people’s comfort in
installing individual apps, but also improve the general
perception of the device itself.

We also investigated how effective participants
found each privacy approach. Again, the results support
our original hypothesis, as participants thought they
could more easily control the information they shared
with ALVA under the Network and Topic approaches.

7.5 People show slight preference for
offline-first voice assistants

Between the two privacy protection methods we tested
in our study, participants found the Network-restricted
approach to be more effective than the Topic approach.
However, they were not significantly more likely to say
that they would use the Network model over the Topic
model, and the mean number of apps installed was also
not significantly different between the two. This similar-
ity indicates that neither approach is robust enough by
itself to be a clear winner. A more complete and gran-
ular solution is required to protect user privacy while
maximizing device capabilities.

8 Future work
A number of open questions remain about the best
ways to protect user privacy in continuously-listening
voice assistant ecosystems. Our work has demonstrated
a clear demand for privacy solutions, but it has only
begun to explore which solutions may be optimal. The
approaches used as examples in our study—topic-based
restrictions and limits on network communication—
showed promise. However, future work could refine and
iterate on these ideas to produce more concrete and de-
ployable privacy controls.

Another natural next step is to apply our study’s
methodology to explore the acceptability of other
privacy-enhancing techniques for continuously listening
voice assistants. After comparing many different privacy
mechanisms, the most favored one could be determined.
Different protections can also be combined to create
stronger, more complete privacy solutions.
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A major observation from our study is that the most
common sentiments show concern about how privacy
might be violated, but the majority of participants did
not look at app permissions. Exploring this disconnect
is another area for future work. Why did participants
not engage with the permission information? To what
extent is this an artifact of the study, versus a behavior
that would be replicated in the real world? Especially in
the latter case, research needs to focus on more effective
ways of presenting privacy information to users, either
by making it more understandable and actionable, or
by exploring alternate modalities and timing, such as
runtime permissions [40].

9 Conclusion
To explore people’s privacy expectations for continu-
ously listening voice assistants, we designed an interac-
tive voice assistant app store experience to use in con-
cert with a traditional survey. Participants indicated a
preference for voice assistants with privacy protections
and, in aggregate, installed more apps for them—though
only after their privacy properties were foregrounded.
Furthermore, despite over half of participants indicat-
ing that privacy was a reason for preferring one of the
two protections they were assigned, the majority of par-
ticipants did not look at the permissions for the apps
they installed. We conclude that privacy is an important
feature for potential device users, and the protection
approaches we tested—topic modeling and restrictions
on network communications—show promise. However,
install-time permissions suffer from usability problems,
including lack of user attention, making them a poten-
tially inadequate choice for voice assistant app stores.
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A Survey instrument
1. Which of the following voice assistants do you use

regularly (at least several times a week)?
– Amazon Alexa
– Apple Siri
– Google Assistant
– Microsoft Cortana
– Samsung Bixby
– Other assistant
– I don’t use any intelligent voice assistants

2. How do you usually interact with your voice assis-
tant?
– Through my smartphone
– Through a smart speaker (such as Amazon Echo

or Google Home)
– Through a smart watch (Apple Watch, etc.)
– In my car
– Through another device that has the voice as-

sistant built in
– I don’t use any intelligent voice assistants

3. If you received a smart speaker as a gift, how likely
would you be to set it up in your home and use it?
– Very unlikely
– Somewhat unlikely
– Neutral
– Somewhat likely
– Very likely

4. If a close friend or family member received a smart
speaker as a gift, how likely would you be to rec-
ommend that they set it up in their home and use
it?
– Very unlikely
– Somewhat unlikely
– Neutral
– Somewhat likely
– Very likely
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5. Imagine that there’s a new voice assistant on the
market: ALVA. Unlike today’s devices, you don’t
need to say specific words to wake up ALVA, be-
cause it is always ready to help you. ALVA can also
provide services and suggestions based on conversa-
tions you have with other people in your household.
For example:
– Instead of saying “hey ALVA, tell my smart

light bulb, turn on,” you could just say, “turn
on the lights.”

– Instead of saying “Ok ALVA, order some pizza
for delivery,” you could say, “let’s order pizza,”
and ALVA could prepare to order for you and
ask you for confirmation.

– Instead of saying “ALVA, what’s the weather
in Aspen?”, ALVA could automatically respond
when you say, “What’s the weather in Aspen?”

6. Based on the description above, which of the follow-
ing is true of the device in this survey?
– The device is always on and can provide services

and recommendations based on your current
conversation, even if you don’t say its name.

– The device reacts to your conversation only
when explicitly addressed, for example when
you say a specific word, such as “Alexa”, “Siri”,
“Ok Google.”

– The device adds a video streaming feature and
allows you to watch your favorite movies and
shows on a big screen.

– The device is waterproof and can be used in a
bathroom or swimming pool.

7. How useful do you think you would find ALVA’s
functionality?
– Not at all useful
– Not very useful
– Neutral
– Somewhat useful
– Very useful

8. Please explain your answer [free response]
9. ALVA’s apps. Similarly to how you download dif-

ferent apps on your phone’s app store, you can
download new apps to add functionality to ALVA
by visiting the ALVA App Store. ALVA does not
come with any built-in functionality.
Apps in the ALVA App Store, like smartphone apps
in Apple’s App Store or Google Play, are usually
created by third-party developers who are not af-
filiated with the manufacturers of ALVA. Because
of this, ALVA cannot guarantee that apps work as
described.

10. Comprehension check 1: Based on the explana-
tion above, which of the following is true of ALVA?
– All of the smart features are already built in to

ALVA. You never need to download anything
new.

– To add features to ALVA, you need to download
apps from the App store. Apps are created by
third-party developers.

– A special vetting process guarantees that the
behavior of each app matches its description.

– I haven’t read the explanation above about
ALVA and third-party apps.

11. How ALVA protects your privacy [condition-
specific explanation and Comprehension check
2]

12. For the next part of the survey, you will be role-
playing that you received a new ALVA device and
are looking to install some new apps to add features
to the device. The ALVA App Store works just like
your phone’s app store. You can browse apps, click
on apps to learn more about them, install, and unin-
stall apps. Please install any apps that you think you
would install if you owned an ALVA device, regard-
less of your current opinion on smart speakers.

13. [Interactive component]
14. You installed an app named _. Please tell us why.
15. If you received an ALVA smart speaker as a gift,

how likely would you be to set it up in your home
and use it?
– Very unlikely
– Somewhat unlikely
– Neutral
– Somewhat likely
– Very likely

16. Imagine that you have already begun using ALVA.
Please rate how much you agree with the following
statement: “I think I can easily control the informa-
tion I provide to ALVA and its third party apps.
– Strongly disagree
– Disagree
– Neutral
– Agree
– Strongly agree

17. Please explain your choices for the two questions
above.

18. [Interactive component 2]
19. You installed the following apps for ALVA 1 (but

not for ALVA 2): _. And you installed the follow-
ing apps for ALVA 2 (but not ALVA 1): _. Please
explain why you chose to install different apps on
these devices.
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20. If you received an ALVA 2 smart speaker as a gift,
how likely would you be to set it up in your home
and use it?
– Very unlikely
– Somewhat unlikely
– Neutral
– Somewhat likely
– Very likely

21. Imagine that you have already begun using ALVA 2.
Please rate how much you agree with the following
statement: “I think I can easily control the informa-
tion I provide to ALVA 2 and its third party apps.
– Strongly disagree
– Disagree
– Neutral
– Agree
– Strongly agree

22. Please explain your choices for the two questions
above.

23. In your own words, please describe the differences
between ALVA 1 and ALVA 2.

24. Do you prefer ALVA 1 or ALVA 2?
– Strongly prefer ALVA 1
– Prefer ALVA 1
– Indifferent between ALVA 1 and ALVA 2
– Prefer ALVA 2
– Strongly prefer ALVA 2

25. Please explain your answer to the question above:
why do you prefer ALVA 1 or ALVA 2 (or are indif-
ferent)?

26. How did the ability to explore the App Stores affect
your perception of ALVA? Do you have any further
comments about the App Store experience or inter-
face?

27. What is your gender?
28. What is your age?
29. How many people are in your household?
30. How many children under the age of 18 are in your

household?
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