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Abstract

Increasing Internet censorship has led to developments in steganog-
raphy that are promising pathways to build circumvention technolo-
gies. We present Assemblage, a novel scheme which applies these
developments to encode messages within unassuming Al-generated
images. Assemblage communicates messages using popular pub-
lic platforms for these images as rendezvous points, effectively
circumventing the censor and opening communication.
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1 Introduction

Modern Internet censorship is pernicious and spreading. To cir-
cumvent this censorship, tools often include steganography, which
hides a sensitive message in a benign-looking cover channel. With
steganography, the presence of a message itself is hidden, a powerful
property for censored users and one that has made steganography
a key primitive in censorship circumvention technologies. A classic
example is Collage [10], which builds a framework for stegano-
graphically sending and receiving messages over online platforms
for user-generated content, e.g., image-sharing websites.

At the same time, the Internet is undergoing a monumental
upheaval with the advent of publicly available generative artifi-
cial intelligence (AI) models. A rapidly developing research area
poised to take advantage of this Al boom is generative steganog-
raphy [18, 43, 44], which hides messages (plaintext) inside of Al-
generated outputs. At a high level, a censor cannot distinguish
between an output that contains a message (stegotext) and a regu-
lar model output (covertext). Unlike prior efforts at steganography
(e.g., [36, 48, 61]), generative steganographic techniques both (1)
have provable, cryptographic security and (2) can run on realistic,
human-like channels. Moreover, with easily available generative
Al models for images and text, everyday people are generating and
posting Al-generated content to the Internet [46, 67] — even those
in authoritarian regimes [65]. These outputs are high quality and
online subcultures have risen [52] to share and discuss this content,
leading to plausible locations where steganographic messages can
be dropped for others to receive without alerting a censor.

But, despite the explosion of Al content on the Internet and its
potential to circumvent censors, generative steganography has not
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seen the transition from academia to practice. While works like
Collage have studied embedding data into user-generated content,
Al-generated content has different properties and is less understood
by the community. This mismatch does not preclude deployment;
rather, it means we must adapt circumvention frameworks to fit.

In this work, we design a system for censorship circumvention
based on state-of-the-art results in generative image steganogra-
phy. Just as Collage introduced a framework for circumventing
censorship via user-generated content, we introduce Assemblage,
which does so via Al-generated content. The goal of our work is
to highlight how generative steganography can be deployed to cir-
cumvent censorship while using previous work as a blueprint; but
more broadly, it is to spark a wider conversation about how best to
apply generative steganography to censorship circumvention and
what additional work is required for the future.

Contributions. With the above in mind, we contribute:

o Assemblage, a novel scheme for circumventing censorship us-
ing image-based generative steganography, constituting its first
concrete application in censorship circumvention.

o The first analysis of the image platforms and communities that
would be suitable for rendezvousing circumvention messages
between senders and receivers in generative steganography.

e An evaluation of Assemblage on these image platforms, high-
lighting its end-to-end resilience and efficiency.

e Directions for future work in the field implied by Assemblage.

2 From Collage to Assemblage

We begin by describing Collage, and how it and recent developments
in steganography lead us to our solution, Assemblage.

Collage. In the original Collage paper, Burnett et al. [10] discuss
two key properties to circumvent censorship. The first, availability,
is when clients can still communicate even if a censor starts target-
ing access to different types of content. The second, deniability, is
when censors cannot detect if users are engaging in circumvention.
To evade blocking while meeting these properties, these commu-
nication schemes typically force the censor into taking “collateral
damage”: to block potential circumvention traffic, the censor must
also block a service with social or economic value [26]. In Collage,
the collateral damage would be blocking an image-sharing platform.

Collage separates its solution design three parts. The vector layer
provides the cover medium (e.g., images or text) for hiding a mes-
sage as well as functionality for short data chunks to be encoded
into and decoded from this cover medium. Then, the message layer
takes a message of arbitrary length and breaks it into chunks which
can be encoded into vectors. Finally, senders and receivers ren-
dezvous on a content host to store and receive vectors containing
hidden messages. Collage meets the above two properties by the
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Figure 1: Assemblage overview. The censor only sees an in-
nocuous post, but the receiver can decode the actual message
when they detect that a stegotext has been posted.

steganographic properties of the vectors, the robustness of message
chunking, and the deniability of the chosen rendezvous technique.

Steganography. The intuitive idea of steganography makes it at-
tractive for censorship resistance applications such as Collage. Be-
ginning with the classic work of Simmons [56], there has been a sig-
nificant treatment of steganography in the cryptographic literature,
including constructions of universal steganography for arbitrary
channels [5, 12, 36, 60], but these mostly theoretical works have
unrealistic assumptions on the cover channel and have not seen
deployment. In parallel, various heuristic schemes for steganog-
raphy have been developed and deployed, but either do not meet
cryptographic notions of security (e.g., [4, 6, 14, 15, 66]), or are
specific to individual cover channels (e.g., [23, 37, 48, 61, 62]). The
original Collage construction [10] implements heuristic steganog-
raphy as its vector layer due to its ease of deployment, even though
its authors note that attacks against it existed at the time [27].
Recent developments in generative steganography attempt to
reconcile this tradeoff between security and flexibility. Works in
this area [18, 43, 44] embed sensitive messages into the outputs of
generative Al models. These outputs — both text and images — have
both runtime overhead (requiring relatively slow machine learning
operations) and message overhead (only encoding data on the order
of hundreds of bytes), but are increasingly realistic and human-like
while maintaining cryptographic provable security.
Assemblage. In Assemblage, we adapt the Collage framework to
meet the properties of availability and deniability using generative
steganography. As we discuss above, generative steganography
avoids the issues of prior attempts, but considers Al-generated
rather than user-generated content. The aforementioned popularity
of this content [46, 67] (even in censored regimes [65]) opens a new
path for censorship circumvention. Thus, to take advantage of these
developments, Assemblage takes the Collage framework - vectors,
messages, and rendezvous - to fit the model and use of Al-generated
content. An overview can be found in Figure 1.

3 Assemblage design

We now introduce Assemblage, going layer-by-layer as in Collage.

3.1 Vector layer

For Assemblage’s core vector primitive, we choose Pulsar [43],
which embeds content using diffusion models [35, 58], the state-
of-the-art for image generation. The encoder and decoder locally

34

Tushar M. Jois, Cora Rowena Ruiz, and Gabriel Kaptchuk

Algorithm 1 offline(identifier, n)

1: Create a list to hold local states.

2: for each i from 1 to n do

3: Generate a local state using the underlying generative
steganographic algorithm.

4 Append the local state to the list.

5: return the list of n local states.

Algorithm 2 send(states, data)

1: Create a rateless erasure encoder for data.

2: for each state in states do

3: Retrieve a block from the erasure coder to meet the vector’s
encoding capacity.

4 encode the block into the state to create a vector using the
underlying generative steganographic algorithm.

5: Publish the vector on a Al-generated content host such that
receivers can find it. See discussion on rendezvousing in Sec-
tion 3.3.

Algorithm 3 receive(identifier)

1: Create a rateless erasure decoder.

2: while the decoder cannot decode the message do

3: Find and fetch a vector from an Al-generated content host.

4 Check if the vector contains encoded data for this identifier.
See discussion on rendezvousing in Section 3.3.

5: if the vector is encoded with message data then

6: decode payload from the vector using the underlying
generative steganographic algorithm.

7: Provide each decoded block to the erasure decoder.

8: return decoded message from erasure decoder

Figure 2: Pseudocode presented as Algorithm 1 (offline), Al-
gorithm 2 (send), and Algorithm 3 (receive).

generate state that allows for steganographic embedding. Then, the
encoder uses a local state to embed data into an image. The decoder
can then use its own local state to retrieve the data encoded into
the image. Pulsar operates on a symmetric key assumption, as in
the vector layer of Collage. But unlike the heuristic steganography
vectors used in Collage, which were vulnerable to attack even
then [27], a Pulsar-encoded image vector is provably secure [43].

3.2 Message layer

Our choice of an Al-generated vector impacts the design of our mes-
sage layer. We divide message transmission into three algorithms -
offline, send, and receive — with pseudocode definitions available
in Figure 2. In the first, offline, the message layer creates several
local Pulsar states corresponding to candidate Al-generated image
vectors. This step allows Assemblage to “prepare for” future send
and receive operations by having local states ready before they are
needed. As there is no offline step in the original Collage work,
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this represents one of the ways Assemblage updates the Collage
framework for modern steganography.!

When the sender calls send on a message, we choose an offline
state, encode the message into this state, and return an image that
can be posted on an Al-generated content host. As in Collage, we
employ rateless erasure codes [11, 47, 55] to create short chunks
of data from the message for encoding into the vector. This allows
sender to handle messages of arbitrary length over multiple vectors,
even though a single vector’s encoding size is limited.

Correspondingly, in receive, the recipient’s message layer watches
posts on the Al image community and check to see if an image is
intended for them (i.e., matches their local state); if so, then the
recipient downloads the image and performs a Pulsar decoding to
retrieve the encoded data.? The decoded data is then passed back to
a rateless erasure decoder, and after enough vectors are processed,
it can return the sender’s message. On the recipient side, the rate-
less erasure code allows for vectors to be received out-of-order or
not at all and still reassemble to the original message.

3.3 Rendezvous

In designing its rendezvous approach, Collage utilizes popular plat-
forms for user-generated content for availability, and formalizes
a database of tasks that the sender and receiver agree upon be-
forehand for deniability. For Assemblage, Internet communities for
sharing Al-generated images are promising rendezvous locations.
Also, in addition to the social value of its associated communities
to its users, Al images also have economic value [69]: the kind of
“collateral damage” censors want to avoid. Given the popularity of
Al-generated content, we instead choose a single, global task for
Assemblage: senders post to a Al-generated content community,
and receivers view and download these posts. If both parties can
post to the community, communication could also be bi-directional.
So, to build rendezvousing, we must blend Assemblage posts within
this community, and we can achieve the twin goals of availability
and deniability.®> Collage address three challenges in rendezvousing;
we do the same for Assemblage below:

Choosing deniable tasks. The first challenge is in selecting tasks
that resemble innocuous user behavior. In Assemblage, this is post-
ing and viewing Al-generated content, but an important question
to answer is where to do so. Pulsar [43] mentions /r/AlArt [52] as
an Al-generated content location, but does not discuss where else
images can be plausibly placed to enable deniable communication.

So, to understand the sharing of Al-generated content, we studied
popular social media platforms to identify viable posting locations
and observe their communities’ cultures. Table 1 details the com-
munities we observed, their style of social media, and their relative
reach measured by community size and platform monthly active
users (MAU). Our examination of these channels revealed vibrant
communities showcasing Al-generated images, discussing gener-
ated content, and facilitating troubleshooting. Despite differences

!Note that, as Pulsar is probabilistic [43], not every offline state will successfully
generate a decodable message. But, it is possible to detect this in the offline step (i.e.,
before message transmission) by performing a trial decoding.

2By the security of Pulsar, only the intended recipient can generate this state and
therefore perform this detection; we refer to that paper [43] for the proof.

3We note that accounts used to rendezvous should establish a history of Al-generated
posts. Otherwise, participating heavily in these communities may be seen as suspicious.
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in platform structure, they are similar in their relaxed, participa-
tory culture that emphasizes building community. To the best of
our knowledge, no prior work has done such a study of potential
rendezvous locations for generative Al steganography.

A key property is that rendezvous should be deniable against the
normal behaviors of the users of a platform [10]. Prior work that
has considered generative steganography for censorship circumven-
tion [7] has looked not at images but at Al-generated text, in which
~100 B messages will generate hundreds of words of text [18, 44].
But, while posting images is common, long-form text is rare on
social media, and long-form Al-generated text even less so. Thus,
we see Al image posting behaviors (and therefore Assemblage) as
better meeting the deniability criterion than those of prior work.

Identifying suitable vectors. To address the next challenge, we
must understand the norms in Al image communities: what kinds
of things do they post about? Community norms for rendezvous
locations are relatively understudied but critically important for
deniability. If a post does not match those of the rest of the com-
munity, it may compromise the presence of Assemblage. As an
example, a satirical comic may be suspicious when posted a more
serious community on Al-generated cinematic realism. Moreover,
no prior works discuss post metadata; each community has differ-
ent expectations regarding what information is posted alongside
an image, which also must be followed to avoid arousing suspicion.
Considering the above, we collected requirements by analyzing
community guidelines and existing posts as well as how those posts
were received. We also study image style, as this varied across
platforms with distinct tonal differences. Matching these norms
supports the authenticity of a post, allowing it to blend into the
surrounding community. We discuss further in Section 4.1.

Agreeing on tasks for a message. We mention above that the
global task for Assemblage is simply posting to and downloading
from Al image communities. But, monitoring the community and
naively attempting to decode every single post on it would be
prohibitively expensive and ineffective for the receiver. Instead, we
note that Pulsar images generated by a given local state are visually
similar regardless of the content encoded into them [43]. So, we
can apply a perceptual hash — a type of fuzzy hash robust to slight
variations in images — to each new post on the platform, and see if
it matches that of a local state.? If it does, then we download the
image and decode the vector. Locally checking a perceptual hash is
fast (as we will see in Section 4) and induces no behavior visible to
the censor, so deniability is maintained. Here again, Assemblage
takes advantage of a steganography innovation to optimize the
deployment of censorship circumvention.

4 Evaluation

We implement Assemblage based on the public Pulsar artifact [42].
We generate image vectors of places of worship [32], celebrity
faces [31], bedrooms [29], and cats [30]. To implement perceptual
hashing, we use the PDQ algorithm [24], and to implement rateless
erasure coding, we use Raptor codes [55]. Our code and benchmarks
are available at https://github.com/spacelab-ccny/assemblage as
artifacts for the community.

4We merely use perceptual hashing to identify images in our local offline set and not for
the security-sensitive purposes for which perceptual hashing has failure modes [51].
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Table 1: Potential locations for Al-generated content, and if Assemblage can be built on top of them.

Platform  Style Viable Drop Locations Reach Metadata Required? Compresses Images? Successful?
. . . Platform-wide 65 mil MAU [25]
DeviantArt - Media sharing Public Al image communities 800+ groups [3] / ” v
Platform-wide 200 mil MAU [22]
. . “Al Hub by Weights” 521k members [21]
Discord Messaging “ai Art” 6k members [19] X v v
“NightCafeLounge” 78.2k members [20]
. . Platform-wide 300 mil MAU [40]
Imgur Media sharing “aiart” hashtag 1k posts [41] / v v
Rednote Media sharing Platform-wide 300 mil MAU [28] v v X
Platform-wide 1.21 bil MAU [16]
Reddit Discussion board ~ “/r/AIArt” subreddit 608k members [52] v X v
“/r/AlArtwork” subreddit 83k members [53]
. . . Platform-wide 611 mil MAU [64]
X (Twitter) - Micro-blogging “Generative Al Community”  191.7k members [63] / ” v
Broadcast groups 1 bil MAU [17]
Telegram  Messaging “Robots and Art” group 103.3k members [54] X 4 4
“Atlas Al Art” group 1.2k members [2]
WeChat Messaging Broadcast groups 1.3 bil MAU [57] X 4 X
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Figure 3: The four encoded test images used during testing
of potential channels, and their respective models.

4.1 Candidate Platforms

To deploy Assemblage, we must first evaluate the interactions be-
tween Assemblage vectors and candidate rendezvous platforms.

Resilience. Platforms can compress or otherwise modify uploaded
images [9], and these modifications interfere with Assemblage vec-
tors. To test the end-to-end resilience of Assemblage, we conducted
trials over our roster of Al-generated content platforms. Each trial
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used Assemblage image vectors (see Figure 3) from one of the afore-
mentioned models. Vectors were uploaded to the platform with
the required metadata and downloaded from a different account
to emulate rendezvousing. We considered the trial a success if the
downloaded vector was successfully decodable into the original
message sent. All vectors were promptly deleted after verifying
behavior to avoid disrupting communities.

We can see from Table 1 that the majority of platforms we tested
successfully transmitted data over image vectors, with the biggest
factor being lossy compression. For some of these platforms (e.g.,
Discord), an image downloaded via “Save image as..” from the
browser context menu is often a scaled-down, compressed version
(~30 KB in size), not the original upload (~300 KB in size). We could
not receive from the scaled version. Instead, if we use the platform’s
native “Download” option to obtain the original image, receive
works. We speculate this is related to CDN-style optimizations;
platforms prefer to serve compressed thumbnails when possible,
and provide the original only when requested. But, this trick did
not extend to all platforms; inhibiting us from building Assemblage
on platforms that only provide lossy downloads (e.g., Rednote).

Platform metadata. A vital component of a successful rendezvous
is ensuring that the post carrying the stegotext image is associated
with metadata that fits in with the target community. Having the
correct metadata is an important part of achieving deniability. We
now discuss the required and optional metadata required to post
by platform type outlined in Table 1.

Messaging: no metadata required. In Discord [19-21] members are
typically allowed to upload an image without a caption or context.
However, some communities [21] ask brief questions during the
on-boarding process — such as “What kind of experience are you
looking for?” or “What are your areas of interest?” — to help place
users in relevant channels/groups or assign server nicknames ac-
cordingly. Telegram groups [2, 54] had no standing requirements
at the time of our examination.
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Micro-blogging: minimal metadata required. X (Twitter) had low
requirements, with the Generative Al Community [63] requiring
only a post title. We note that all X Communities only allow public
accounts to contribute to making posts within the group.

Media sharing: minimal metadata required. In our testing, media-
sharing platforms such as Imgur [41], DeviantArt [3], and Red-
note [25] also had minimal requirements. Note that Imgur [41] has
an optional tag which discloses if the uploaded piece was generated
using Al this was enabled during all test uploads. These platforms
only required a post title, which based on our observations are
informal in nature and can be presented in a variety of styles —
comedic, descriptive, but consistently brief.

Discussion board: More metadata required. Reddit’s forum structure
has more involved metadata requirements, with posts requiring a
title, caption, and flair, which is a tag that categorizes a post. They
are created by community moderators and can vary from place to
place. For example, /r/ATArt [52] has 25 flair options and a write-in
section to denote the type of generator used to make the attached
image. During our testing, all images posted to /r/AIArt had the
“Diffusion"” flair. [52] Conversely, /r/AlArtwork [53] only asks for the
type of post being made, with options such as discussion, artwork,
news, guide, and series. Similar to media sharing metadata, the title
and captions are informal and brief.

Generating metadata. Pulsar does not generate accompanying
metadata with its encoded images. So, we decided to use a large lan-
guage model to gauge its effectiveness at matching metadata.> We
used ChatGPT-4o to generate captions and titles for our experimen-
tal posts. We note that ChatGPT and other large language models
tend to output generation with unnatural or overly polished lan-
guage, which can stand out. We found that the most effective way
to generate metadata was to include an example of the target style -
such as a screenshot or link of existing posts — and to use keywords
such as “simple” and “short” in the prompt. Figure 4 illustrates this
contrast, showing how better prompting can significantly improve
the quality of metadata generation.

Figure 5 presents an encoded image deployed in a potential chan-
nel, showing metadata qualities we discuss. The encoded image
does not attract undue attention and appears like a natural commu-
nity output in a search for a “bedroom”. We deleted this post once
we verified this behavior.

Image styles. In addition to the metadata required for each post,
communities have common stylistic tropes that should be matched
by any Assemblage vector. We provide examples of image styles
we observed in our analysis in Appendix A.

4.2 Performance

We now turn to the performance of Assemblage. We first study the
efficiency of all stages of the message layer when sending messages
short enough to fit in one vector. We then study how messages
spread out over several messages using rateless erasure codes fare.
All evaluations were run on a MacBook Pro with an M4 Pro system-
on-chip running macOS Sequoia 15.6.

5As an aside, by using another form of Al-generated content as a part of Assemblage
rendezvous, one could transmit additional messages using post metadata as a vector,
perhaps by using text-based steganography such as Meteor [44] or Discop [18].
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e
generate some post titles for this ai art image that match the style
of this reddit community, r/aiart: https:/jwww.reddit.com/r/aiArt/

Here are some post title ideas for your Al-generated bedroom scene, styled to match the aesthetic and
vibe of the r/aiArt community:

1. "Dreamscape Chamber: Where Light Whispers Through Linen"

2. "Al-Rendered Bedroom Elegance - Victorian Dreams in Pastel"

3. "Tranquil Textures and Soft Sunlight — Neural Networks at Rest"

4. "When the Algorithm Dreams of Soft Mornings"

5. "Florals and Glows: A Neural Interpretation of Comfort"

6. "Delicate Chaos: GAN's Take on a Morning Bed"

7. "Snooze to WeChat: A Surreal Bedroom in Neural Pastels" (title based on your file name!)
8. "Where Time Melts Between Curtains — Al Interior Art"

9. "Faded Florals in Latent Space"

10. "A Model’'s Morning: Blurred Boundaries Between Sleep and Light"

Want help writing a short artist's statement or prompt credit to go with it?

(a) Unnatural sounding metadata generated by ChatGPT-4o0.

generate some post titles for this ai art image that match the style
of this reddit community, r/aiart: https://www.reddit.com/r/aiArt/,
make them simple and short like the other ones are

Absolutely! Here are some short and simple r/aiArt-style post titles for your image:
1. "Soft morning light"

2. "Albedroom dream"

3. "Cozy neural nook"

4. "Pastel sleep space"

5. "Dreamy bed scene"

6. "Morning haze"

7. "Al-generated comfort"

8. "Vintage vibes"

9. "Where dreams rest"

10. "Tranquil Al room"

Let me know if you want a version that includes the model or prompt too!
(b) Natural metadata output from ChatGPT-4o.

Figure 4: Examples of metadata generations from ChatGPT:
(a) a verbose version and (b) a more natural sounding version
by using keywords in the prompt.

Efficiency of vectors. For our first set of experiments, we ran
each stage of the Assemblage message layers — offline, send, and
receive — 30 times on each of the four models mentioned above.
We discard trials that do not result in a successful offline state
due to the probabilistic nature of Pulsar [43]. We wish to study
runtime and disk storage required for each operation in detail, and
as such we choose a message length small enough to fit within
a single vector; we study longer messages (using rateless erasure
codes) below. Also, given the number of images generated, we do
not perform rendezvous on a live platform in these experiments,
focusing instead on efficiency on local hardware.
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Which room are you sleeping in? kay
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Dreamy Bedroom Vibes
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Imaginary Bedrooms

3votes - 1comment

@ rfaiArt - 1y ago
Which one is your dream bedroom?

113 votes - 76 comments

€ voinct 10mo o
bedroom

5votes - 1comment

Figure 5: Reddit search results from /r/AiArt showing results
for the term “bedroom”. The image vector “Snooze” is the
3rd result from top. This post has since been deleted.

Our full results can be found in Table 2. One generation of a local
offline state — loading the Al model, running the model to create the
state, and serializing it for storage — takes ~9.5 sec, and each local
state requires only ~5.6 MB on disk. The encoding phase is similarly
fast, taking ~4.4 sec to go from a local state on disk to a saved image
ready to be uploaded. Each generated image vector holds ~300-600
B on average. Finally, we measured that perceptual hash detection
of image vectors takes ~0.0013 sec and steganographic decoding
after that is ~4.2 sec; we did not observe any false positive hash
matches in our tests. These experimental results show our design
is efficient enough for deployment.

Efficiency with rateless erasure codes. In Section 3, we describe
how our message layer takes advantage of rateless erasure codes [11,
47], as in Collage [10], to allow for arbitrary size messages to be
sent over vectors in any order. Thus, achieve a truly end-to-end
evaluation, we also wish to measure the impact of rateless erasure
codes on the performance of Assemblage.

We instantiate rateless erasure coding using Raptor codes [55],

as implemented by the Python raptorq library. The reconstruction
1 h+1

probability for the decoder after receiving K +hblocksis 1 - =2,
where K is the number of blocks of the original message, and h
is the number of extra blocks received. We configure raptorqg’s
encoder to h = [K - 0.5], such that 50% more blocks are generated
(rounded up). We configure the decoder to reconstruct the message
based on some size K subset of the K + h generated blocks.®

®We choose h = 0 during recovery as the recovery probability is 1 — Tflse ~ 99.6%.
We did not see any failures to decode Raptor-encoded blocks during our experiments,

though some Assemblage users may wish to use more messages to be more robust.
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For our experiments, we combine Raptor codes with our existing
Pulsar-based Assemblage implementation. To generate the data
used as input, we randomly select 300 English words using the
Python wonderwords library, and then apply z1ib compression to
the output. The idea here is to support a realistic long-form message
that requires multiple vectors to transmit. Next, we create K + h
Raptor-encoded blocks from this data, and perform the offline() and
send() operations in sequence to create K + h Pulsar vectors. We
then perform the receive() operation on K vectors to recover the
Raptor code blocks, and finally recover the original message.

We performed 30 experiments per model, and Table 3 shows
the results of our experiment. We provide information on the size
of the input data, runtime of the Raptor encoder and decoder, as
well as runtime of offline(), send(), and receive() on the Raptor-
encoded message blocks. Note that K is dependent on the capacity
of each image vector; as a safe estimate, we use a vector capacity of
X — s (i.e., one standard deviation below the mean) from Table 2 for
each model. But, this estimate is not exact, so there may be some
scenarios where a larger or smaller K is necessary for a specific
image. As such, in Table 3, the values of K and h are the mode.

Based on our results, rateless erasure coding itself has a marginal
effect on the runtime of Assemblage, with Raptor code blocks being
generated almost instantaneously. Also, with compression, sending
300 English words over Assemblage requires only K + h = 4 + 2
image vectors using our best model (church-256), which can be
sent (Raptor encoding, offline(), and send()) in less than 90 seconds
on the laptop used for our experiment, and received (receive() and
Raptor decoding) in less than 30 seconds.

The church-256 model had the lowest times because it generates
higher capacity vectors on average. As mentioned previously, K
varies with vector capacity, and as K increases, the number of
vectors generated increases as well; more vectors mean more offline
states, which is where the bottleneck is, as we saw in Table 2.
celebahq-256 and bedroom-256 have lower capacity but still do
not require too many vectors to transmit 300 words, and therefore
are suitable for deployment. The low capacity of cat-256, however,
results in an impractically large amount of images generated (over
double than that of the next model, bedroom-256), meaning it is far
slower end-to-end than the other models.

Our current implementation performs offline() on-demand to
generate offline states before a send(). We note that, in a production
workflow, offline() to generate dozens of offline states in the back-
ground before any message was ready to be sent, as discussed in
Section 3.2. Given the relatively low size of an offline state (Table 2),
and the relative speed of send() and receive(), this approach would
result in a better deployment. Additionally, our use of x — s from
Table 2 as an estimate of the capacity is somewhat conservative and
is likely a lower bound. By generating offline states before sending
a message, we could get a precise value for K and optimize the
number of vectors that we have to send() and receive().

Moreover, 4-6 image posts (K for most of our models) are rela-
tively few in the context of the hundreds of images that are shared
on some of these communities every day, especially if all generated
image vectors are shared as an “album” of related images on the
Al-generated content community. Sending very large messages or
using lower-quality models (such as cat-256) may require dozens
of image vectors, however; to meet deniability, image vectors may
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Table 2: Performance of our scheme over n successful trials for on the bedroom-256 (n = 26), cat-256 (n = 28), celebahq-256
(n = 29), and church-256 (n = 28) models across message layer operations. Trials vary due to the probabilistic nature of Pulsar [43].
Runtimes (sec) and data sizes (bytes) are presented as x + s, where X is the mean and s is the standard deviation. For some
runtimes, we only provide the mean  as the standard deviations are very small (x 107 sec).

Operation

bedroom-256 [29]

cat-256 [30]

celebahq-256 [31]

church-256 [32]

offline()

Model Load Runtime
Model Runtime

State Serialization Runtime
Perceptual Hash Runtime

Vector Capacity
Serialized Local State Size
Local State Hash Size

0.3914 + 0.0534 sec
9.1887 + 0.0192 sec
0.0069 + 0.0001 sec
0.0041 + 0.0001 sec

376.19 + 142.30 bytes

5.6816 + 0.0648 MB
3.9547 + 0.0005 KB

0.2836 + 0.0669 sec
9.2075 £ 0.0237 sec
0.0068 + 0.0006 sec
0.0043 + 0.0002 sec

368.64 + 262.26 bytes

5.6649 + 0.0908 MB
3.9546 + 0.0006 KB

0.3900 £ 0.0269 sec
9.1808 + 0.0218 sec
0.0069 £ 0.0006 sec
0.0042 £ 0.0002 sec

417.55 + 89.30 bytes
5.6926 + 0.0416 MB
3.9547 + 0.0005 KB

0.4239 % 0.0935 sec
9.2893 + 0.3073 sec
0.0073 £ 0.0005 sec
0.0046 + 0.0023 sec

618.21 + 210.28 bytes
5.7597 + 0.0849 MB
3.9545 + 0.0010 KB

send()

Local State Deserialization Runtime
Model Load Runtime

Pulsar Encoding Runtime

Image Save Runtime

Image Size

0.0027 + 0.0001 sec
0.2701 + 0.0293 sec
4.1725 + 0.0466 sec
0.0558 + 0.0007 sec

383.9161 + 3.8510 KB

0.0027 + 0.0001 sec
0.2140 + 0.0185 sec
4.1388 + 0.0490 sec
0.0563 + 0.0007 sec

372.4326 + 9.8040 KB

0.0027 £ 0.0001 sec
0.2683 £ 0.0241 sec
4.1949 + 0.0417 sec
0.0559 £ 0.0007 sec

386.7969 + 2.9960 KB

0.0028 + 0.0003 sec
0.0213 + 0.0213 sec
4.2293 +0.2127 sec
0.0567 + 0.0007 sec

378.6861 + 7.4133 KB

receive()

Perceptual Hash Runtime

Find Hash Match Runtime

Local State Deserialization Runtime
Image Load Runtime

3.33 X 10 % sec
1.54 X 107 sec
0.0038 + 0.0005 sec
0.0090 + 0.0004 sec
4.1976 + 0.1831 sec

3.36 X 10™* sec
2.54 X 1077 sec
0.0037 + 0.0003 sec
0.0112 * 0.0084 sec
4.1191 + 0.2741 sec

4.04 x 1073 sec
4.48 X 1077 sec
0.0038 + 0.0038 sec
0.0092 £ 0.0007 sec
4.2463 + 0.1409 sec

3.00 X 10~ % sec
3.53 X 107° sec
0.0036 + 0.0002 sec
0.0103 + 0.0076 sec
4.3999+0.2671 sec

Pulsar Decoding Runtime

have to be posted on multiple communities or posted over the span
of multiple hours. But, because even hundreds of words can be
sent in just a few images, our results show that the rateless erasure
coding approach in Assemblage improves its practical applicability.

5 Discussion and Future Work

Broadly, our work is a first step towards recent steganography
research realizing its lofty censorship resistance aspirations. We
conclude by discussing insights from our design and results.

Feasibility. Through our evaluation, we can see that image-based
generative steganography is indeed a feasible technique for cen-
sorship circumvention. Our investigations show there are several
active communities where posting Al images is commonplace, and
our Assemblage design can be established over many of them.
Moreover, our efficiency results demonstrate the practicality
of Assemblage. For instance, generating 30 local states — more
than enough for sending thousands of message bytes - takes only
~5 minutes of runtime on a laptop, and ~150 MB of disk space.
In terms of message capacity, note that each image vector can
hold at least one standard X/Twitter post (280 B) on average, and
potentially 2 depending on the model/image vector. Based on our
experiments with rateless erasure codes, the cat-256 model may
have too low capacity to be deployable for longer messages, but
the rest of the models (and especially church-256) are performant
enough for deployment. Also, our perceptual hashing approach is
practical for detecting Assemblage stegotexts; perceptual hashing
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every image posted to /r/AIArt in one day (~150 [52]), for instance,
would require less than a second. Thus, decoders do not have to
expend excess compute trial decoding to participate in Assemblage.
We show good efficiency on our laptop hardware, but we ex-
pect that a significant number of users would run Assemblage over
smartphone hardware as well. Given the rise of accelerated machine
learning hardware on mobile devices [38, 39], paralleling develop-
ments in laptops, generative steganography could be reasonably
deployed on smartphones. But, as these devices have resource and
battery constraints, future work must develop new optimizations
and perhaps even new algorithms for generative steganography.

Image compression. Table 1 shows that our candidate design can
be deployed on major social media platforms, and is even resilient
to some compression. But, our design fails under lossy compression,
as a result of the underlying Pulsar scheme; while it does include
error correction, significant modifications to the pixel data — even
if the visual appearance is preserved — can destroy any embedded
content. So, rather than just looking at increasing the capacity of
generative image steganography [33, 50], more research into modi-
fication resistance is necessary, which will require new approaches
in cryptography, machine learning, and/or coding theory. Assem-
blage failed on two platforms known for censorship — WeChat and
Rednote - for this reason, making the need especially acute.

Bootstrapping. Our results in Section 4 show that generative
steganography is already feasible for deployment, both in terms
of rendezvous locations and efficiency. But, an inherent limitation
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Table 3: Performance of rateless error coding using the average image sizes of vectors generated by the bedroom-256, cat-256,
celebahq-256, and church-256 models. Data sizes (bytes) are presented as x + s, where x is the mean and s is the standard
deviation. The average number of vectors required to send a message K and number of extra vectors generated h are also
provided, based on the capacity x — s in Table 2 for each model. Runtimes (sec) are computed for each message operation over
these generated vectors. For some runtimes, we only provide the mean % as the standard deviations are very small (~ 107° sec).

Operation bedroom-256 [29] cat-256 [30] celebahq-256 [31] church-256 [32]
offline()

Data Length 2408.60 + 38.50 bytes  2424.33 + 41.41 bytes  2403.06 + 46.47 bytes  2421.73 + 47.84 bytes
Compressed Data Length 1328.43 + 20.88 bytes  1333.46 + 22.62 bytes  1322.80 + 22.33 bytes  1332.96 + 24.31 bytes

Vectors Generated
offline() Runtime

K=6h=3
88.22 + 0.41 sec

K=13,h=7
194.05 + 3.96 sec

K=5h=3
72.79 + 8.88 sec

K=4h=2
60.86 + 3.23 sec

send()

Raptor Encoder Setup Runtime
Raptor Encode Runtime

send() Runtime

1.66 x 107% sec
1.30 X 107> sec

27.52 + 0.34 sec

1.95 x 1074 sec
1.59 X 107 sec

63.06 + 2.03 sec

1.68 X 104 sec
9.97 x 107 sec

21.52 £ 2.25 sec

1.70 X 10~ sec
9.27 X 107 sec

18.41 + 0.36 sec

receive()

Raptor Decoder Setup Runtime
Raptor Decode Runtime

receive() Runtime

5.64 X 107 sec
1.51 x 107% sec

27.27 £ 0.39 sec

5.82 X 107 sec
1.46 x 10~% sec

55.68 + 0.65 sec

6.12 X 1072 sec
1.33 x 10% sec

21.34 £ 2.16 sec

6.05 X 107¢ sec
1.55 x 10™* sec

19.07 + 0.23 sec

of most generative steganographic schemes is that it assumes the
sender and receiver share a symmetric key. Public-key steganog-
raphy has been shown in the theoretical literature [60], and even
through some generative models [44, 68], but currently does not
efficiently support channels common on the Internet like images
and text, so we do not use it in Assemblage. Indeed, bootstrapping
shared state was a problem even in the original Collage work [10].

We argue that, despite these limitations, there are still situa-
tions where Assemblage would be viable. First, consider situations
where users transit between censored and uncensored regions. For
instance, a journalist may be traveling on assignment to a more
repressive environment, and can take the shared secret with them
(either on disk or as a seed phrase) so they can instantiate As-
semblage when needed to communicate with the outside world.
Next, many users are in environments where censorship is active in
waves [1]; a user can establish the shared secret when tensions are
lower, and use Assemblage when censorship is reactivated. Finally,
we could also utilize a hybrid approach: a one-time-use signaling
channel [59] could establish the shared secret, and Assemblage
could then be used for any subsequent communication.

Communities. In Section 3.3, we discuss suitable tasks and vectors
for Assemblage, and provide further analysis in Section 4.1. But,
for Assemblage to blend in, we must better understand our cover
distribution: Al image communities. The primary question: how
do we create authentic-looking Al community accounts, posts, and
metadata? We provide some initial results towards that question in
this work. But, another question here is how online communities
will be impacted if they were used as a drop location. While we
would hope for solidarity, we cannot expect it, especially since this
system may lead to additional scrutiny on the community’s posts.
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Moreover, we found that some communities have restrictions on
which accounts can post (e.g., based on account age, posting history,
or relationship to existing community members).

The answers to the above questions require future research. We
propose working with the members of Al image communities more
explicitly, such as through a need-finding study. Any deployment
would have to work within - not around - these human factors
considerations if we wish to achieve the most capable deployment.

Concluding thoughts. We emphasize that we do not make value
judgments about the nature of the Al-generated content commu-
nities. Opinions are mixed on the societal benefits of Al image
generation [8, 45, 49] and if its outputs constitute art [13, 34]; we do
not settle this debate here. In any case, it is clear that communities
around sharing Al images are popular, and our results show As-
semblage is resilient and efficient. So, as long as these communities
exist, we can repurpose Al through generative steganography to
chip away at censorship.
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Generating images in styles that are popular within the receiving
channel is similar to having correct metadata: shaping how the
image is perceived by aligning it with community norms. In our
preliminary analysis of these communities, the two most dominant
observed styles were “cinematic fantasy” and “realistic parody”.
We provide representative examples in Figure 6. Cinematic fantasy
pieces are heavily genre-driven, often featuring folk and storybook
creatures and places in dramatic illustration. In contrast, realistic
parody applies a photorealistic lens to fictitious scenarios, visual-
izing comically absurd situations grounded in reality. This style is
notably reactive to culture and trends, leaning into ironic messag-
ing or social and political commentary. More research is necessary
to definitively identify trends and more closely match art styles.
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(a) A man in a futuristic city facing a portal to a magical
realm done in a cinematic illustrative style.

(b) An anachronistic birthday party with famous his-
torical figures and a fictitious cat generated in a photo-
realistic style.

Figure 6: Examples of popular art styles observed across in-
vestigated channels: (a) cinematic fantasy and (b) realistic
parody. These are sourced from the communities, and do not
contain steganographic content.
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