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Abstract: Applied privacy research has so far focused
mainly on consumer relations in private life. Privacy
in the context of employment relationships is less well
studied, although it is subject to the same legal pri-
vacy framework in Europe. The European General Data
Protection Regulation (GDPR) has strengthened em-
ployees’ right to privacy by obliging that employers
provide transparency and intervention mechanisms. For
such mechanisms to be effective, employees must have
a sound understanding of their functions and value.
We explored possible boundaries by conducting a semi-
structured interview study with 27 office workers in Ger-
many and elicited mental models of the right to informa-
tional self-determination, which is the European proxy
for the right to privacy. We provide insights into (1) per-
ceptions of different categories of data, (2) familiarity
with the legal framework regarding expectations for pri-
vacy controls, and (3) awareness of data processing, data
flow, safeguards, and threat models. We found that le-
gal terms often used in privacy policies used to describe
categories of data are misleading. We further identified
three groups of mental models that differ in their pri-
vacy control requirements and willingness to accept re-
strictions on their privacy rights. We also found igno-
rance about actual data flow, processing, and safeguard
implementation. Participants’ mindsets were shaped by
their faith in organizational and technical measures to
protect privacy. Employers and developers may bene-
fit from our contributions by understanding the types
of privacy controls desired by office workers and the
challenges to be considered when conceptualizing and
designing usable privacy protections in the workplace.
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1 Introduction
During regular employment, employees disclose large
amounts of personal data, much of which is known to
be sensitive [39, 56]. The digitization of work processes
results in the omnipresence of information systems and
extends the disclosure and processing of personal data.
The increasing vulnerability to privacy violations poses
a challenge to the preservation and protection of the
fundamental right to privacy [10, 30, 55]. Different
to the definition of privacy as the right to freedom
from intrusion, as used in the U.S. [30], privacy in Ger-
many is tantamount to the right to informational self-
determination. It guarantees individuals transparency
and personal control over the collection, use, and dis-
closure of personal data in all aspects of life. With the
GDPR coming into force in 2018, the foundations of
informational self-determination were incorporated into
national legislation of all member states of the European
Union (EU). The difference in power between data pro-
cessors (e.g. employers) and data subjects (e.g. employ-
ees) are balanced by making both jointly responsible for
privacy protection. Employers have several obligations,
including: making transparent which personal data are
processed and for what purposes; providing information
on risks and rights in a way that is comprehensible to
employees; providing intervention options; ensuring that
these rights are respected and can be exercised with the
implementation of adequate organizational and techni-
cal measures; weighing up their interests against em-
ployee privacy and protection needs. For their part, em-
ployees are expected to exercise their rights.

We argue that the current situation poses a
dilemma: Privacy controls, which employers have to pro-
vide and guarantee for but which are to be used by em-
ployees, can only protect privacy to the extent that em-
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ployees’ perceptions of their rights and obligations are
sufficient. From Human Computer Interaction (HCI) re-
search, it is well known that one’s internal perceptions
(i.e. mental models) of a system (i.e. informational self-
determination) considerably influence behavior. If em-
ployees have false or significantly limited perceptions,
simply providing privacy controls would reduce the prin-
ciples of the GDPR to absurdity [24]. To shed light on
this matter, we explored the boundaries of the percep-
tions of informational self-determination by conducting
a mental model study with 27 office workers in Germany.
The key insights are:

(1) We found that terminology rooted in legislation
that is used in privacy statements and tools to define dif-
ferent categories of data are ambiguous, and perceptions
diverge among individuals. However, the understanding
may be aligned by making the attributes relation to a
person, sensitivity, access, and relation to work explicit.

(2)We found high demands for control over the dis-
semination and use of data. We identified three groups
with different views regarding the level of ex-ante and
ex-post privacy control. The groups also differed in their
desire for control over (1) the disclosure of data, or
(2) the flow of data, or (3) unrestricted control. Only
the third group recognized transparency as a key ele-
ment for privacy. Yet, informational self-determination
is seen as a burden in the face of current control options.

(3) We found low awareness about the entities in-
volved in data processing, whether data existed, how
data are transferred, where data are stored, and how
data are protected. Nevertheless, we found confidence
in organizational and technical measures to protect pri-
vacy, but also a tendency to over- or underestimate the
level of protection. Ignorance is compensated for by high
levels of trust in electronic data processing and in the
conduct of employers. Also, hackers and internal attack-
ers are believed to pose a great threat to privacy.

We consider our results a valuable contribution to
the privacy debate by extending existing U.S.-biased
views with insights from the most dominant privacy
framework in Europe. By exposing misconceptions and
limitations in employees’ mental models, we provide in-
sight into which privacy controls employees desire.

The rest of this paper is structured as follows: first,
we present our research foundations, followed by related
work on privacy, and mental models of privacy at work.
We then provide details on our procedure and methods
for designing and conducting our study, along with de-
tails on the analysis and limitations. We then present
the results of our study for each topic. We finally sum-
marize our findings and give an outlook to future work.

2 Research foundations
Our contributions are guided by the overall research
question “what are the mental models of the right to
informational self-determination from office workers in
Germany?”. We focused on three key research topics:

(T1) Perceptions of categories of data: The
right to informational self-determination stipulates dif-
ferent rules for the processing of different categories of
data. Legal texts use different terms both to refer to
such categories and to express rules for processing. In
practice, office workers are often confronted with legal
terms when interacting with data protection guidelines
or software. However, the terms are used inconsistently
and are attributed with different meanings in different
contexts. For example, privacy policies use terms inter-
changeably or add non-privacy related terms. Also soft-
ware often use the same terms to describe access rights
without considering the exact legal meaning. Based on a
review of the GDPR, the Federal Data Protection Act,
and expert group discussions (cf. Sec 4), we describe
below the most common (legal) terms in Germany:

Data (ger.: Daten)
Unspecific in the context of privacy legislation but often
used in practice to refer to various categories of data.

Information (ger.: Informationen)
Like “data”, often synonymous use.

Personally Identifiable Information (PII)
(ger.: Personenbezogene Daten)
Official legal term in German legislation that refers to
“any information relating to an identified or identifiable
natural person” (Art. 4 GDPR). It is widely used in
privacy statements to inform about rights and process-
ing activities. Examples: all data with personal reference
incl. name, nationality, IP address, personnel number.

Individual-Related Information (IRI)
(ger.: Personenbeziehbare Daten)
A subcategory of PII solely referring to data with in-
direct personal reference but from which an individual
can be identified. Today, referred to as PII in practice.
Examples: IP address, personnel number.

Private data (ger.: Private Daten)
If employees are allowed to use work tools (e.g. IT de-
vices) for private use, law forbids employers to access
data marked as private by employees. In practice, the
term is also inconsistently used in privacy statements
and privacy settings of software to refer to data or ac-
cess rules. Examples: private files, private emails.
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Personal data (ger.: Persönliche Daten)
Unlike in English, the literal translation of “personal
data” into German means such data with a strong “per-
sonal” reference and distinguishing characteristic of an
individual (cf. GDPR). Personal data in the legal sense
is referred to in German as PII. In practice, the term
is inconsistently used in privacy statements and privacy
settings of software to refer to data or access restrictions.
Examples: personal preferences, interests, behavior.

To date, it is unknown how office workers perceive these
terms and the implied legal meanings. Since legislation
obliges employers to “provide any information [..] in
a concise, transparent, intelligible and easily accessible
form, using clear and plain language” (Art. 12, GDPR),
identifying potential misconceptions is of high practical
relevance. We provide first insights by examining office
workers’ perceptions and familiarity with these terms.

(T2) Concepts of informational self-
determination: The employment context grants ex-
tensive information rights to employees, but only lim-
ited self-determination. Data processing is permitted
without employees’ formal consent if the processing is
either indispensable, or permitted by the national laws
or collective agreements. Compliance with legal obliga-
tions can be audited by employee representatives. Also,
organizations that exceed a certain size or for which the
processing of personal data constitutes a core activity
must designate a Data Protection Officer (DPO), who
verifies the lawfulness of processing operations. Employ-
ees may also turn to DPOs in case of privacy violations
or questions. We reveal office workers’ perceptions of
the current organizational and legal frameworks, as well
as their requirements for transparency and intervention,
which they derive from their right to privacy at work.

(T3) Awareness of personal data processing:
Past studies revealed that people have a poor under-
standing of the data flow and infrastructure of sys-
tems they use every day [27, 29]. However, adequate
awareness is vital in drawing accurate conclusions re-
garding security and privacy. Law even mandates that
people “should be made aware of risks, rules, safeguards
and rights in relation to the processing of personal data
and how to exercise their rights” (Recital 39, GDPR).
Employees are known to expect their personal data to
be protected [15]. It remains unknown however, what
employees believe with respect to which precise safe-
guards are implemented and which threat models exist.
We therefore investigated office workers’ perceptions of
(a) data storage and data flow as well as (b) safeguards
and threat models.

3 Related work
We discuss related work with a focus on information
privacy in the employment context and the use of men-
tal models for privacy research. Given the contextual
dependency of privacy, we focus on work related to the
employment relationship.

3.1 Information privacy at work

Privacy is a multidimensional concept that is highly con-
textual with little agreement in the literature regarding
its definition. For the purpose of our research, we focus
on information privacy [60], of which vital elements are
(1) the control over giving access to information [6, 68],
(2) the appropriate flow of information [46], and (3) the
uniqueness of privacy perceptions and demands in differ-
ent contexts [45, 62]. Privacy at work is thus (at least) a
tripartite concept comprising control over (1) the gath-
ering of personal information (e.g. collection), (2) the
handling of personal information (e.g. processing) as
well as (3) the perceived legitimacy of the employer to
process data (e.g. expected usage) [3, 16].

Concerning control and the handling of data, peo-
ple willingly disclose personal information in an employ-
ment context, and do so in awareness of possible pri-
vacy invasions [9]. The factual knowledge of the data
kept by employers is limited [69]. However, employees
have been shown to express satisfaction with the grant-
ing of indirect consent by providing or withholding re-
quested data on the basis of a “relevancy” criterion for
determining their suitability [65, 69]. Data may be de-
liberately withheld when employees anticipate benefits
or fear adverse consequences [9, 61]. To date, the influ-
ence of technology-supported control mechanisms has
only been considered in connection with the protection
of customer data [21].

Concerning the perceived legitimacy of data pro-
cessing, employees deduce implicit privacy policies from
legal regulations and develop certain data handling ex-
pectations for different data [61]. Employees may per-
ceive an invasion of their privacy if employers’ ac-
tual data processing do not meet their expectations.
Whether or not the release of personal data by employ-
ers to others without the consent of employees consti-
tutes an invasion of privacy remains a topic of academic
debate [64, 65, 69].

Previous research has focused on employee mon-
itoring and workplace surveillance [8] as well as ac-
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ceptance and impact of technology [10]. Studies have
been largely based on quantitative methods using causal
modeling [36]. In comparison, fewer qualitative stud-
ies have been conducted to explore privacy at work.
Those studies that do exist are mainly rooted in aca-
demic frameworks of privacy, including Communication
Privacy Management (CPM) theory [50] and privacy
as contextual integrity [45]. CPM theory describes the
tension between the desire to reveal and the desire to
withhold information based on ownership, control, and
turbulence. Ownership refers to the belief that one owns
information, the disclosure of which would make one
vulnerable. If information is disclosed, other entities be-
come co-owners. Control refers to managing access to in-
formation. Access rules must be negotiated for co-owned
information and are based upon boundary spheres. Pri-
vacy turbulence occurs when such rules are violated.
Contextual integrity emphasizes on the appropriate flow
of information. Different transmission principles apply
to information, taking into account social norms for a
particular context. Previous studies have made use of
open-ended online surveys [61], semi-structured inter-
views [5] or mixed methods approaches based on stan-
dardized questionnaires [9].

Our work complements research on information pri-
vacy at work, by presenting holistic insights from office
workers’ privacy perceptions in relation to existing leg-
islation. To the best of our knowledge, we are the first
to examine employee requirements for privacy controls
based on the right to informational self-determination.
With this focus, we expect our results to be highly prac-
tical and to contribute towards a modern understanding
of privacy in employment relationships in Europe.

3.2 Mental models of privacy at work

Research on mental models of privacy at work is thus
far limited. Mental models are simplified internal rep-
resentations of external reality that enable individuals
to make sense of their environment, including but not
limited to simple actions, systems, or even complex phe-
nomena [26]. Mental models are generally considered to
be incomplete, incorrect, and highly context-dependent,
making them unstable or rather inconsistent [47]. Irre-
spective of their accuracy, mental models guide people’s
decision making process in both familiar and unfamil-
iar situations [17, 25]. In the context of HCI on topics
of usable security and privacy, mental models are sur-
veyed (1) to construct a system in which cognitive effort
is optimised for usability [11, 58, 66], (2) to use them as

a tool for effective communication between expert and
ordinary users [31, 52, 67, 70], or (3) to capture and
explore concerns, expectations, and understandings of
technology [20, 23, 27, 38, 54, 71]. Previous research has
elicited mental models of privacy in general [48] and in
the context of specific technical solutions, with a partic-
ular emphasis on online services [13, 19, 33, 37, 51, 58].
From the results of these studies, it is already evident
that the nature of privacy does not permit a mental
model that is universally true. Instead, individuals use
highly simplified models [2] and rely on several incom-
plete and poorly formed sub-models [51].

Mental models of wearables at work were found to
be biased by anxiety of privacy intrusions and the fear
of limited self-determination [41]. High levels of concern
regarding the misuse of information by employers are
reasons that hinder adoption of wearables. Simultane-
ously, some employees are generally willing to disclose
data if they receive adequate gratification in return.

To the best of our knowledge, we are the first to cap-
ture and present office workers’ perceptions of personal
data in the employment context, and gain in-depth in-
sights into their understandings of data processing, data
flow, safeguards, and threat models.

4 Methodology
We conducted a mental model study based on semi-
structured interviews with 27 office workers from Ger-
many during the period July until September 2019, and
in August 2020. In the following, we provide details on
the applied methodology, the interview guidelines, the
participants’ recruitment and demographics, the evalua-
tion, the study’s limitations, and ethical considerations.

4.1 Method selection

The elicitation of mental models requires the extraction
of subjects’ internal representations and can be done
either directly or indirectly [49]. Direct methods as-
sume that respondents are able to articulate their trains
of thought. Indirect methods are based on researchers’
interpretations of a statement or observation. A com-
mon procedure is using open-ended semi-structured in-
terviews [66]. They allow participants to express them-
selves freely and allow the interviewer to clearly work
out relevant aspects by asking targeted follow-up ques-
tions. In contrast, focus groups may not allow for the
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same insights, as participants may not share their per-
sonal opinions or may adapt them due to group dy-
namics [32]. We therefore decided to conduct individ-
ual interviews. For these interviews, different method-
ologies are available, including card-sorting tasks, ver-
bal, and graphical methods. All of these methodologies
present different advantages and limitations [7]. In or-
der to overcome the limitations, a combination of at
least two elicitation techniques is common [29, 52, 58].
Thus, we chose to conduct our interviews using both
verbal and graphical elements, as given that informa-
tional self-determination is a highly abstract concept.

4.2 Interview guideline and procedure

Guideline design: The main challenge in creating in-
terview guidelines is to ensure that they cover all topics
of interest. To the best of our knowledge, there is no
comprehensive model available that could be used to
deduce questions on informational self-determination.
Thus, to design an appropriate interview guideline, we
adopted an expert model approach [42], as it has been
proven to be valuable in eliciting mental models on com-
puter security and privacy [13]. With this approach, we
aimed to capture and sort relevant aspects of the sub-
ject area of interest. In order to ensure the quality of
the expert model, we executed an iterative development
process: First, we derived an initial version from se-
lected themes on German and EU data protection laws.
We then conducted two expert group sessions with re-
searchers from law, psychology, ergonomics, IT systems
engineering, as well as security and privacy (N=8). In
the first session, the initial model was presented and dis-
cussed. We adjusted the model based on the feedback
gathered, which involved adding aspects of general pri-
vacy literature, as well as technical and organizational
circumstances of workplace environments. The revised
model was discussed in a second session with the same
group of experts. Subsequent changes were again indi-
vidually reviewed. The final model was divided into four
categories: (1) common privacy terminology and pro-
cesses that are relevant at the moment of data collec-
tion; (2) steps of data processing; (3) negative and pos-
itive consequences for both employees and employers;
(4) transparency aspects of interest to employees. The
expert model is available in Appendix A. We derived
interview guidelines from the model and revised them
with three researchers experienced in conducting inter-
views. We also conducted three pilot interviews with
office workers to fine-tune the questions and wording.

Procedure: In the interview, our participants were
welcomed and briefed about the study procedure and
conditions. We asked for their consent to elicit draw-
ings, hand writings, voice recordings, and questionnaire
answers. Each participant then summarized their job
profile and the technical tools used for work. We then
presented six different categories of data and asked for
definitions and examples. Respondents were then asked
to explain their abilities and liberties in disclosing data
to employers. We encouraged them to discuss ways in
which their privacy could be violated. We then asked
for explanations of the concept of informational self-
determination and its relevance to the employment rela-
tionship. Participants were then guided through a draw-
ing task. We presented a sheet with different data and
asked them to indicate (1) how and where the data are
stored, (2) who has access to them, and (3) which attack
vectors and safeguards exist. At the end of the survey,
respondents filled out a demographic questionnaire and
were asked if they wanted to add anything to the discus-
sion. Not including time spent briefing and debriefing,
the interviews lasted between 29 and 97 minutes. Our
interview guidelines are available in Appendix B.

4.3 Participants

Recruitment and enrollment: Since demographic
variables correlate to different privacy perceptions [35],
we aimed to recruit a heterogeneous sample in terms of
professional and socio-demographic backgrounds. The
sample was thus recruited to balance gender, work ex-
perience, age, job profile, and organization size. We also
took into account whether or not the processing of per-
sonal data was a core activity of the participants’ job.

Initially, we contacted four organizations operating
in various business areas and presented the content of
the study to the respective management. After the or-
ganizations’ internal approval audits were completed,
one organization required us to involve the staff asso-
ciation before approving recruitment. When required,
we also briefed the division managers to secure their
agreement and support for the study. We asked the dif-
ferent managers not disclose the content of the study
in advance to their employees. We carried out targeted
recruitment via e-mail invitations sent to various organi-
zational units (using internal mailing lists) and by ask-
ing office workers directly to participate in the study if
their demographic details matched our recruitment tar-
get. To counteract demographic imbalance, we also con-
tacted office workers outside these organizations. The
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invitations asked recruits to participate in an interview
on “general practices in dealing with data at the work-
place”, but did not reveal the exact purpose of the
study. Interested employees contacted the interviewers
directly. If possible, the interviews took place on the or-
ganizations’ premises to prime participants to the work
context (N=19), or in our laboratories (N=3), or via a
web conferencing tool (N=5). Participants did not re-
ceive any compensation from the interviewers, but some
were allowed to participate during their working hours
and were exempted from normal duties.

Demographics and fields of activity: We re-
cruited 27 employees in total (13 female, 14 male) from
nine different organizations. Participant age ranged be-
tween 24 and 58 years (M=40.5, SD=10.4). Among
these participants, 6 worked in micro companies (< 10
employees), 7 in medium companies (< 250 employees),
and 14 in large organizations (≥ 250 employees). Typical
for office workers, the level of education in our sample
was relatively high: the minimal educational level was
secondary school and 17 participants held an academic
degree. For our analysis, we divided our participants
into three groups of different professional backgrounds
and experience with data processing:

The first group comprised administration employ-
ees (N=9), who were mainly concerned with the man-
agement of financial resources and project controlling.
These participants mostly worked with central manage-
ment software and processed personal data of other em-
ployees working for the same employer. Two participants
held leadership positions with staff responsibility.

Computer scientists and software developers formed
the second group (N=11). They were divided into areas
of security engineering, requirements engineering, and
B2B software for personnel management and stock con-
trol. Three participants worked in academia and two
held a leadership or managerial position with staff re-
sponsibility.

The third group comprised employees with activ-
ities other than the processing of personal data and
without a computer science background (N=7). This
group included two participants who worked as techni-
cal engineers in the field of construction who performed
mainly CAD-related tasks, two participants who worked
as sales staff for B2B software, and three participants
who worked in the field of communication and market-
ing, including media design and consulting (which in-
volves exchanges with customers). One participant held
a leadership position with staff responsibility.

A table compiling all participants’ demographic in-
formation is available in Appendix C.

4.4 Evaluation and data analysis

We conducted a qualitative analysis of our interview
data by carrying out inductive coding. We chose this
approach because the themes are generated based on
the content of the interview itself. For coding, we fol-
lowed established guidelines and common practices for
semi-structured interviews [14, 40]. First, we segmented
the transcribed audio recordings into thematic sec-
tions based on our interview guidelines. Two coders (A,
B) then reviewed the material several times in depth
and discussed the topics and themes they encountered.
Coder A (the principal investigator [14]) then carried
out line by line coding using a mixture of open cod-
ing and in vivo coding on the sections of interest. Next,
codes of the same topic were merged. The remaining
codes were then grouped into related categories and or-
ganized into hierarchies by coder A. The set of codes
that resulted therefrom was presented to coder B. Coder
A and B then coded a randomly selected 30% subset
of the interview sections related to each research topic.
By doing so, they identified coding conflicts and re-
solved any differences in code comprehension. The code-
book was reworked by reorganizing, adding, or removing
codes in order to align to both coders’ understandings.
A final subsequent recoding of 100% of the material was
carried out by the two coders. The coders reached an
Inter-Rater Agreement (IRA) of 75% (Kappa = 0.81).
However, relying solely on Kappa values is debatable
due to our complex coding system (214 codes) and the
non-equal probability of code occurrence [14]. There-
fore, remaining differences were discussed and, if possi-
ble, resolved by negotiation. The final IRA is 91%. Full
agreement was not reached due to remaining differences
in the coders’ interpretations of individual statements.

4.5 Limitations

Although the study design intends to capture general
mental models of informational self-determination at
work, generalization of results cannot be given due to
the qualitative property of the study and the strong
context dependence of privacy. While education does
not significantly impact privacy perceptions [36], it may
nevertheless affected the understanding of our questions
and the resulting answers. Despite individual demo-
graphic differences in our small sample, our study also
contains limitations which are well known in privacy
research: our participants’ perceptions are biased by
macro-environmental factors, particularly with regard
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to the cultural background and the existing strong gov-
ernmental regulation framework [36]. Findings may vary
for office workers from other organizations, because pri-
vacy perceptions correlate to the organization type [63].
Nevertheless, our results constitute an important step
towards more complete views of privacy by complement-
ing the results of prior studies that had U.S.-biased sam-
ples [12, 36]. Our results also contribute to the diversity
of meanings, values, and attitudes about privacy with
findings from an underrepresented context.

As participation was voluntary, sampling may be
affected by a self-selection bias and limited to the pop-
ulation of people employed at the organizations we con-
tacted. Although we recruited our sample one year after
the GDPR came into force, feedback we received dur-
ing recruitment suggests a “data protection” and “pri-
vacy” fatigue. While our invitations did not mention
these themes, the chosen wording of the invitations may
still evoked unintended associations. The salience bias
therefore probably intensified the self-selection bias with
privacy fatigued individuals less likely to participate.

The results of studies with a mental model approach
are limited by the study’s setting, tasks, and analy-
sis [27]. However, our participants may in fact had rel-
atively advanced mental models of informational self-
determination. Our sample was biased towards admin-
istrative and IT staff, suggesting familiarity with (per-
sonal) data processing. Therefore, our results likely rep-
resent the more advanced mental models, serving as a
sound basis for future quantitative research.

4.6 Ethics

Although we do not have a formal IRB process at our
university, we made sure to minimize potential harm by
complying with the ethics code of the German Sociologi-
cal Association as well as the standards of good scientific
practice of the German Research Foundation. Our study
complies with the strict national and European privacy
regulations. We collected data anonymously when pos-
sible or when not possible, anonymized the data after
the interview. Any contact information was stored sep-
arately. Participants were informed about withdrawing
their personal data during or after the study. For this
purpose, we supplied a deletion token at the beginning
of the study. We particularly emphasized that abort-
ing the interview would have no negative consequences
and assured employees that neither their participation
nor the interview’s content were to be reported back to
employers or management.

5 Results
The following subsections are organized around our re-
search foundations in Sec. 2. More precisely, Sec. 5.1
is dedicated to T1, while Sec. 5.2 and 5.3 focus on T2
and T3, respectively. We translated relevant statements
of our participants’ from German into English applying
a forward-backward translation procedure with native
speakers. In relevant cases, we report how many partic-
ipants stated specific themes to indicate the frequency
and distribution. These counts may serve as indication
and not as a basis for a quantitative analysis.

5.1 Perceptions of categories of data

We presented the six different terms for categories of
data described in research topicT1 in a random order to
our participants, and asked them to provide definitions
and examples with regards to their employment.

5.1.1 Participants’ definitions of categories of data

Data and information: Our respondents tended to
arrange the terms hierarchically, where “first of all, ev-
erything is ‘data’. ‘Data’ is at the top” (P15). They em-
phasized that “data” is a “generic concept [that de-
scribes] all kinds of things” (P04) and whose compo-
sition generates information: “data are different items
out of all this information [..], the single items that you
can divide these [other] categories into” (P20). Our par-
ticipants agreed that their everyday working life is full
of data and information. Yet, we found different associa-
tions. While IT and administrative professionals linked
mere factual knowledge without personal reference to
these terms, other participants referred to data with a
clear personal reference relevant to the job (e.g. cus-
tomer data) when describing “information”.

PII and IRI: Half of participants identified the
implicit personal reference of IRI. Yet, all of our partic-
ipants also identified a close relationship between IRI
and PII or argued that there is no difference at all.
A third of participants expressed difficulties describing
these terms. Overall, we found the greatest confirma-
tion that PII were perceived to directly relate to and
uniquely identify an individual: “[PII are] anything that
only concerns me, that only I am, with which one could
prove that this is my identity” (P22). Most participants
primarily assigned all types of master data (e.g. name)
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to PII. IT-staff also linked biometrics and passwords to
PII, and noticed PII’s generation by tools and their om-
nipresence in log files. All participants were aware that
PII become accessible to a variety of internal and exter-
nal parties during employment. Very few participants
expressed the need to protect PII from employers.

Private data: Participants described private data
to be strongly non-work-related and as “something
that only [they] know, but the company does not
know” (P14). Participants stressed the high sensitivity
of the data and expressed the urgent need to keep them
confidential. Consequently, private data are disclosed re-
luctantly: “I hate to give these out, so I’m very careful
with them” (P02). Participants believed that once pri-
vate data are disclosed, access to them must be limited
to a small group of people with special rights. Partici-
pants were aware that employers do access private data
to at least a limited extent, whether due to socializing
activities, business routines, or device usage. Partici-
pants located the data on work devices and in calendars,
and insisted on having “a right to expect [private data]
to be specially protected” (P01) by and from employers.

Personal data: We encountered the most non-
uniform explanations for this term. Half of participants
described personal data as a superset that either in-
cluded, or was the same as private data. Some gave op-
posing explanations and declared that private data were
the superset, whereas personal data were absolutely con-
fidential. A third of participants claimed that “personal
data” was a synonym for PII. The collected statements
took fundamentally contradictory positions on a con-
tinuum between the extremes of personal reference: one
quarter reported that personal data “directly concern
a person in their identity, which describe them, which
clearly identify them, which make up their personality” ;
in contrast, another quarter perceived personal data
simply as “information that is not personal at all” and
without reference to an individual, but “which are sub-
ject to [their] personal access”. Despite these differences,
our participants agreed that personal data somehow be-
long to a person and that access may be restricted: “per-
sonal data in the sense that they are not really public, or
that I do not want them to be public” (P17). Participants
agreed that personal data serves business purposes and
must be available to employers. Still, personal data must
only be accessible by a small circle of people or an in-
dividual. Few participants indicated that personal data
were worth protecting and should stay confidential.

Identified themes:We identified recurring themes
in the coding of our participants’ explanations which we
arranged into four thematic groups (cf. Fig. 1):

Fig. 1. Identified coding themes: (G1) relation to a person; (G2)
data sensitivity; (G3) access to data; (G4) relation to work. Circle
size and saturation are proportional to the number of mentions.

The first group (G1) describes the relation to a per-
son. We found conflicting views on whether a personal
reference exists, and how data relate to a person for five
out of six terms. Also, colleagues working within the
same organization or team held diverging views.

The second group (G2) concerns the data sensitiv-
ity. In line with contextual integrity, data marked as
sensitive or secret were not perceived worthy protecting
from employers if they fit into the context. Also, data
considered secret or confidential were not necessarily ex-
pected to be sensitive and vice versa. We assume that
participants recognized that some data served business
purposes and therefore accepted the processing.

The third group (G3) relates to access of data. We
found that it played a crucial role if participants located
data in the private or personal sphere. In these cases
participants believed that access to these data must be
restricted to oneself and to small groups of entities.

The last group (G4) describes data’s relation to
work. Based on a code-co-occurrence analysis, we found
that data with no business relevance were expected to
be secret and protected by but also from employers.

5.1.2 Discussion

Our results are somewhat ambivalent. On the one hand,
the answers we received indicate that the terms under
question evoke adequate associations in a broader sense.
Based on accumulated answers, our coding suggests that
participants distinguished between three broader con-
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cepts: (1) The first concept arises from data and in-
formation, and largely lacks privacy related attributes;
(2) The second concept arises from PII and IRI, and
symbolizes data with clear personal references; (3) The
third concept is defined by private data and symbolizes
data with no business relevance and strong access re-
strictions. On the other hand, however, the contradict-
ing statements about personal data symbolize the nu-
merous problems that our participants had with these
terms. Half of participants explicitly asked for clarifi-
cation or did not identify meaningful differences. One
participant completely resigned: “I do not understand
these terms at all”. We obtained similar answers from
participants of different professions. Indeed, our results
demonstrate that even employees who primarily process
(personal) data or hold leadership positions have diffi-
culties with legal terms found in practice. This coincides
with previous findings that technical or legal jargon can
be misinterpreted both by laypersons and experts [53].

Furthermore, we identified elements of CPM theory
in our participants’ answers. They intuitively referred
to different privacy boundaries in their explanations of
the different terms. Here, the assumed business rele-
vance played a decisive role for whether data belong to
the public or private sphere. This was associated with
expectations of control, claims to ownership, but also
rules for co-ownership: “If I receive [sensitive personal
data] from others [..] it can be data that are really con-
fidential, and that I have to safeguard, and that I’m not
allowed to disclose to the outside world” (P22). How-
ever, participants made conflicting assumptions about
spheres, (co-)ownership, and control for the same data
concepts. Such conflicts also existed among participants
from the same organization. In some cases, the partic-
ipants themselves were also confused. Based on our re-
sults, office workers’ associations of common terms seem
to lack harmonized and clear boundaries. According to
CPM theory, such fuzzy boundaries tend to lead to un-
intentional privacy intrusions because access rules also
become fuzzy [50]. Also, lack of familiarity with the
terms’ legal meanings favors boundary rule mistakes, as
employees either access data themselves without autho-
rization or incorrectly assume no access because “they
do not understand the privacy rules” [50].

Prior work showed that employees create “implicit
rules [..] by implied meanings and understandings” for
ownership and control [61]. Our results demonstrate this
strategy’s susceptibility to error. The use of common
terms is likely to leave office workers in an uninformed
state, since they are unaware of the rights and obliga-
tions that actually apply to, for example, “private data”.

The identified conflicting interpretations also strongly
question the use of common terms for labeling data to
express access rights in particular.

Since the use of legal terms will not disappear in
practice, potential turbulences may be countered by
making meaning and interpretations explicit. A possible
approach is the explication of attributes based on the
recurring themes that we found. In combination with
the clear set of three broader concepts that we identi-
fied, we believe that the themes we captured may serve
as a basis for more intuitive descriptions in the future.

5.2 Concepts of the right to informational
self-determination at work

To address research topic T2, we discussed various top-
ics of control over personal data with our participants
and concluded with the question “what is informational
self-determination at work?”. A quarter of participants
expressed their lack of familiarity with the term, but
their explanations did not differ from responses of par-
ticipants who did not express this. Participants either
discussed new topics or summarized previous topics of
the interview which they considered essential for an-
swering this question. One participant had very differ-
ent associations: “[It is the right to] freely choose what
I want to allow to influence my formation of opinion.
That means that I can choose the media I consume.”

We divided the aspects discussed by our partici-
pants into four thematic categories (cf. Fig. 2): (1) the
objectives of informational self-determination; (2) the
importance of self-determination; (3) the value of trans-
parency; and (4) practical restrictions and issues.

5.2.1 Objectives of informational self-determination

We extracted two distinct objectives that our partic-
ipants associated with the right to informational self-
determination. First they believed it to limit disclosure
to such data that are absolutely necessary for the em-
ployment relationship. This was accompanied by abso-
lute claims for control: “Whenever I decide that my
employer is interested, that’s what he needs, he gets
the data, but everything else that goes beyond that, I
refuse” (P05). The second objective was to protect one’s
privacy from others, whereby participants distinguished
between the protection from internals and externals
(e.g. customers). A secondary goal was the increased
overall control over non-personal data in work processes.



Exploring mental models of the right to informational self-determination of office workers in Germany 14

5.2.2 Self-determination

Self-determination was recognized as the key aspect of
the right to privacy, which was reflected in this topic
filling over half of the discussions. It was defined as
having choice and the right that others, including em-
ployers, respect decisions to withhold personal data.
P06 explained it this way: “[enquiry forms have] in-
credibly many fields, but not even half of them are nec-
essary. Self-determination would be how many fields I
fill out.” Our participants elaborated on the different
facets of control they derived from the right to informa-
tional self-determination. We found demands for control
over all kinds of manipulations and processing. Three
quarters of participants put emphasis on ex-ante con-
trol options, asking for control over the receivers and
purposes in the disclosure process. A quarter of par-
ticipants expected to be asked for explicit consent ev-
ery time their personal data got processed or transmit-
ted: “[self-determination] would mean nothing else to
me than every time someone wants to pass on any per-
sonal data or whatever about me to a third party, be it
the client, be it colleagues, be it anything, I will be the
first party asked if it is okay and if I give my blessing for
it to happen” (P13). Unsurprisingly, self-determination
was considered to be missing in practice. For some, it
was important to explicitly accept and reject data re-
quests, while others aimed for simplified options, stat-
ing that (not) responding to requests was sufficient to
(decline) accept data processing. A third of participants
pointed out that such control is often unavailable to em-
ployees and instead asked for ex-post control that would
allow them to object to ongoing processing.

The strong desire for self-determination was also
made evident by the fact that half of participants stated
that they would conduct their own investigations in
the event of misuse of personal data. Very few partici-
pants indicated that they would consult a DPO. In cases
of intentional misdemeanor, they claimed legal action
against their employer by filing a claim for damages.

5.2.3 Transparency

A quarter of participants discussed and recognized the
value of transparency for privacy. They noted the com-
plex dimensions of “being informed” and argued it
would mean to become truly and deeply aware of pur-
poses and consequences of data processing. They fur-
ther pointed out that one often does not consider the
linkage of data and also sought assurances of the legiti-

macy of data collection: “That I can clearly distinguish
between legal requirements, data that must be collected,
and data that are collected beyond that or linked together
for different purposes, so that I can clearly identify at
this point what the actual objective is.” (P11).

5.2.4 Restrictions and issues

Participants held different attitudes about the validity
of the right to privacy in employment relationships. A
third of participants expressed the unrestricted valid-
ity of this right. However, most participants noted at
least minor restrictions due to the legal and occupa-
tional framework. In weighing the advantages of em-
ployment against perfect privacy, we found traits of a
privacy calculus [18]. Participants noted that the dis-
closure of personal data was indispensable, especially in
service-oriented professions.

Furthermore, participants discussed issues of men-
tal load. They noticed the high cognitive demand that
was necessary to truly capture the complexity of self-
determined privacy decisions: “I think [privacy] is a
desirable ideal, but never quite attainable, as it would
mean that one is actually fully aware of [all the data
processing] and that one can then actively take con-
trol” (P03). Participant P18 pointed out the associated
high time costs: “Many people probably feel the need
to say that they would like to have informational self-
determination, but are not willing to invest time in it.”

Our participants also pointed out the limitations of
current privacy controls in many situations. They felt
powerless, either because there was “no way of saying
no, I don’t want to” (P05) or they were unsatisfied with
the controls they have. On this note, P03 complained
that “you can shape your everyday life by using the
appropriate buttons and allowing or rejecting things”.
P18 pointed out the insufficiency of privacy settings,
stating that “if I had to set 10,000 settings every day,
no, of course I don’t want that” and explained that there
was also the question of “granularity - I don’t want to
release data in such a detailed way.”

5.2.5 Clusters of mental models

We conducted a clustering analysis of the coded inter-
views to examine correlations among our participants’
responses. Since our coding was aimed at identifying the
presence of themes, we calculated the Jaccard-distance
between the binary coding vectors of each participant.
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Fig. 2. Identified themes of informational self-determination at work arranged by code groups and hierarchies. For each identified clus-
ter, the top ten codes are linked together. The line width symbolizes the code occurrence in a cluster (mentions / participants).

We used multidimensional-scaling to build a case map,
followed by hierarchical clustering (Unweighted Average
Linkage). We compared the resulting feature vectors for
2, 3, and 4 clusters by working out differences and sim-
ilarities. We opted for the three-cluster solution due to
meaningful differences in the views and emphasis on pri-
vacy objectives, transparency, and control (cf. Fig. 2).

Privacy Doctrinairist (PD): The first group
(N=8; 5 IT, 2 others, 1 administrative) demanded the
unrestricted validity of the right to informational self-
determination at work, requiring full control over the
processing of personal data. In addition, they partially
recognized the value of ex-post control. Mental mod-
els in this cluster were the only ones that recognized
transparency as an important key aspect of privacy, in
order to become aware of aims and purposes of data pro-
cessing. Emphasis was put on information about which
personal data are stored and who has access to data.

Control-Seeking Pragmatist (CSP): For par-
ticipants in this group (N=10; 5 administrative, 3 oth-
ers, 2 IT), informational self-determination was tanta-
mount to control over the disclosure of personal data.
Mental models were characterized by the primary goal
of limiting disclosure to absolutely necessary data. They
defined self-determination as the key element of privacy
and required employers to respect decisions to withhold
data. Also, they showed traits of pragmatism, since they
recognized the necessity of disclosure in employment re-
lationships and tended to accept limitations to privacy.

Data-Flow Concerned Protectionist (DFCP):
Participants in this group (N=9; 4 IT, 3 administra-
tive, 2 other) had a strong desire to protect their pri-
vacy outside the organization and, to some extent, in-
ternally. We found strong claims towards an ability to
gain control over both the forwarding of data by employ-
ers and the audience to whom personal data were dis-
closed. These demands were expressed in mental models
either through expecting to be asked for explicit consent
each time or expecting full control over the processing
of data. Nevertheless, some mental models also showed
traits of accepting restrictions.

5.2.6 Discussion

Our investigation of the right to informational self-
determination reveals that privacy at work is associated
with different meanings, objectives, and problems. Our
cluster analysis further shows that although the men-
tal models may overlap to some extent, there are dif-
ferent emphases. First, for mental models in the CSP
and DFCP clusters, privacy appeared to be almost syn-
onymous with control over the disclosure of data. The
PD cluster, however, defined privacy in terms of both
the demand for general control over data processing
but also for transparency. Thus, while our findings are
consistent with previous work highlighting the impor-
tance of control over the gathering and handling of data
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for privacy at work [16], our results also indicate that
transparency is another important dimension. Since leg-
islation grants employees far-reaching rights for trans-
parency but limits self-determination, the PDs belong
to the profiteers of the current legal framework, despite
their absolute claims to privacy. While no participants
reported negative experiences with privacy at work, the
somewhat limited view of the right to privacy as ex-ante
control among the CSPs and DFCPs likely prevented
them from becoming aware of issues that might conflict
with their privacy objectives. For example, the right to
transparency would allow CSPs to request proof from
their employers or DPOs of what data they are required
to disclose. The control goals of DFCPs also correlate
with the transparency goals of understanding data flow.
Here, control claims might reflect a lack of transparency
of data flow at work, which is compensated for by con-
sidering the moment of disclosure as the most important
control point for privacy protection. Participants’ cur-
rent mental models rather seem to simply make them
accept conflicts they are aware of. Despite discussing as-
pects of transparency with all participants, our analysis
does not provide an answer as to why CSPs and DFCPs
ignored transparency as a key element of privacy.

Moreover, it is questionable whether ex-ante con-
trol would allow employees to manage their privacy in
a reasonable way, given that our results, similar to find-
ings from online privacy research [23, 54], suggest that
privacy management is burdensome and that current in-
tervention options are inadequate or complex. In fact,
German legislation deliberately pursues a concept of pri-
vacy paternalism for employment relationships, limit-
ing ex-ante control to relieve employees of the burden
to protect their privacy. In particular, individual con-
sensus is avoided because it is legally controversial and
difficult for organizations to manage. An essential pre-
requisite for consent in a legal sense is that consent must
be voluntary and can be revoked at any time without
negative consequences. Due to the imbalance of power
between employer and employee, however, true volun-
tariness is difficult to guarantee. Consent is therefore
often unavailable to employees. Instead, legislation en-
courages collective agreements and makes works coun-
cils responsible for privacy protection. Indeed, the prob-
lem of true voluntariness appears to be intensified by an
overall negativity bias regarding privacy management.

Nevertheless, our findings show that privacy pater-
nalism conflicts with self-determination being deeply
rooted in mental models. It is noteworthy that legisla-
tion generally enforces self-determination in non-work
related contexts. We therefore assume that the legal

framework itself does not appear to be problematic.
Rather our findings coincide with other work, suggest-
ing that people generally appear to be unaware of their
rights towards ex-post control and transparency because
of ignorance and false expectations about privacy leg-
islation [4]. Since our sample includes office workers
skilled in both security engineering and data processing,
our results are likely to include more advanced mental
models. We therefore assume that the identified bias to-
wards ex-ante control is not unique to our sample.

Because mental models are formed by prior expe-
rience, we hypothesize that this bias results from the
privacy controls available in practice, which appear to
be characterized by ex-ante control outside of the work
context. Likely, mental models of informational self-
determination at work are derived to a large extent from
mental models in other contexts. This would explain
a lack of experience with ex-post controls and trans-
parency, and also prevent mental models from linking
these features to the right to privacy. Future challenges
are to establish such a link. It should be in the best
interests of employers to support their employees in
building awareness of feasible control options, instead of
leaving them in a mental state of unattainable privacy
controls. Despite scientific and legal efforts to provide
transparency-enhancing tools [44], their value to the
right to privacy and their potential to reduce the bur-
den of privacy management must also be promoted. The
public discourse on data protection may have shaped
mental models of privacy in an overly one-sided way.
Employees should also become aware that DPOs and
works councils are there to support them. Here, educa-
tion is needed to familiarize employees with their rights
and the entities involved in the right to privacy at work.

We compared the descriptive characteristics of our
clusters with those of personas known from online pri-
vacy research and identified minor similarities with Mor-
ton’s information controller and organizational assur-
ance seeker [43], and with Schomaker’s and Westin’s
privacy pragmatist [34, 57]. Different though, our clus-
ters emphasize the various interpretations of the right to
privacy at work instead of privacy concerns. In line with
the criticism of online privacy personas not serving well
in other than the original context [28], we expect our
clusters to highlight privacy perceptions that are partic-
ular to the employment context. We would like to point
out that our results do not indicate any unconcerned
employees either, questioning the applicability of ap-
proaches like Westin’s unconcerned persona to the work
context. We consider this a consequence of the overall
high value of the topic of data protection in Germany.
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5.3 Awareness of data processing

Awareness of data processing is an essential component
of informational self-determination, as it represents the
prerequisite for all actions. To examine research topic
T3, we presented a sheet with the different data types
“bank details”, “salary”, “private address”, and “tele-
phone records” printed on it to our participants. We
asked them to explain and sketch how and where that
data are stored. We emphasized that there was no re-
quirement to provide technically correct sketches. We
then asked to include all parties in the drawing that
are involved in preparing their payroll together with the
corresponding data flow. We concluded by asking par-
ticipants to spot and mark the places in the drawings
which present the highest risk for data misuse, and to
explain how the authorized access to the data is ensured.
Referring to payroll preparation is a common choice to
examine privacy related issues in employment relation-
ships [59]. Employees are familiar with this processing,
and it involves the sharing of sensitive personal data: So-
cial security number, name, address, birth date, marital
status, religious affiliation, child allowance, handicap al-
lowance, and account number. Other data (e.g. own or
children’s birth certificates) are inaccessible to employ-
ers unless there are special regulations (e.g. civil ser-
vants). Also, in Germany, people seldom share informa-
tion regarding their income level. This adds to the com-
plexity of data flow and protection needs, and requires
employers to protect the data by organizational and
technical measures. Lastly, processing of payroll infor-
mation serves as a good proxy for studying awareness,
because it restricts the intervention, but not the trans-
parency properties of informational self-determination.

5.3.1 Perceptions of the presence of data

Almost all participants believed that the master data
(i.e. bank details, salary, private address) were available
in both digital and analog (paper) format. Technical
lay participants explained that such data simply flow
into some form of program or system and remain there.
IT professionals added technical aspects by describing
the fine grained levels of detail on the multiple different
data bases and backup storages they believed to exist.
Participants pointed out that transmission media (e.g.
emails) also contain a lot of personal data, but resided
on an unmanageable amount of end-user devices inside
and outside the organization: “I can imagine that my
private address is available in many local files: when I

changed my bank account, I sent an email, which means
that this email is in any case stored in our email sys-
tem, which probably also ran into the backup. I don’t
know what the HR department did with it. In the worst-
case scenario, they also printed out this email” (P18).
The term “personnel file” in particular was used as a
synonym for the archiving of data in paper form.

The answers regarding the storage of phone records
varied widely. Almost all respondents were uncertain as
to whether and, if so, where this data would be stored.
Two doubted the data were stored at all, concluding
that employers had no interest in evaluating these data.
Showing a “nothing to hide” mentality they claimed
that they had nothing to fear as long as they did not
abuse their tools: “I’m pretty sure they won’t follow up
on it [unless] you call the same number maybe 100 times
a day” (P07) and “I honestly don’t know if there is any
evidence anywhere, which I wouldn’t care about anyway,
because I’m actually only using it for business” (P16).
Non-IT staff further speculated that phone records were
stored directly in the phone itself. They also reacted
with surprise at their own ignorance and assumed that
the data were stored together with the master data, or in
unknown locations. Participants with a technical back-
ground or additional knowledge explained that all phone
records were stored in the organization’s phone soft-
ware, and could often remember its actual name. They
also included the ISP as the data owner in their draw-
ings, who was supposed to store and have access to this
data. Yet, most respondents, including managers, had
no ideas about who could actually access these records
within their organization, and which details were stored.

Concerning the processing of data in the course of
payroll preparation, explanations by participants from
the same organizations almost always differed or even
contradicted each other. Three IT professionals assumed
no intervention of human nor external entities, and ex-
plained the details of the payroll being prepared within
the company network, while their colleagues and su-
pervisors explained that the data were definitely sent
to external authorities. Half of respondents had diffi-
culties in clearly identifying the recipients of their data,
mostly stated authorities or tax consultants, and further
assumed that the data would be transferred to exter-
nal parties via CDs, the mail, the internet, or unknown
transmission channels: “As you can see, I have no idea
where my data flow to. What is becoming quite frighten-
ingly clear to me right now, of course these are personal
data, that you don’t know exactly how they are processed,
but I think this is also a bit of the banking phenomenon,
you just assume that everything is good” (P18).
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5.3.2 Safeguards and threat models

In the following, we present the different safeguards and
threat models that we identified in our participants’ an-
swers. A summary is provided in Fig 3.

Safeguards: We identified three different themes
for safeguards that our participants referred to in their
explanations: (1) the organizational, (2) the technical,
and (3) the physical theme.

Irrespective of the professional background, nine
participants explicitly stated that they were completely
unaware of the extent to which safeguards existed for
personal data, and also expressed displeasure in realiz-
ing their knowledge gaps: “I have never thought about
this before [...] it’s also absurd that I don’t know whether
the data are encrypted” (P12).

The vast majority identified a functioning autho-
rization concept in the form of Role-Based Access Con-
trol (RBAC) within their organization as the most im-
portant safeguard. Technical laymen in particular as-
sociated strong security convictions with RBAC as the
ultimate gatekeeper. Typical for mental models, they re-
ferred to their own experiences and claimed that unau-
thorized access within the enterprise software “is very
very difficult [...] if you don’t have the role you can’t
get the data” (P06). Yet, they also believed that IT ad-
ministrators could still access data anytime, anywhere.
IT experts, in turn, assumed that RBAC was applied
at the file level and that unauthorized access was im-
possible. On a related note, participants also stressed
the importance of authentication. However, merely non-
administrative participants assumed that all entities
must authenticate to the systems where data reside.

Administrative and IT staff also stressed the im-
portance of appropriate procedural measures to clearly
assign rights and responsibilities, or to use a four-eyes
principle as a mediator for missing monitoring options.
Four participants emphasized the importance of trust-
ing others to handle sensitive data appropriately: “I
can’t make sure that [a colleague] does something else
with [my data]. So I trust that person to simply do their
job” (P20). Trust was also an important mediator when
third parties such as tax consultants were involved in
the payroll process: “Service providers say to what ex-
tent they are secure or insecure and to what extent their
processes are secure or insecure – I have to rely on them
doing everything possible to ensure that the data are se-
cure, which has something to do with trust” (P17).

Some participants (mostly IT staff) assumed that all
data storage and transmission channels were encrypted
and ruled out the use of insecure channels: “Email is

Fig. 3. Safeguards and threat models for privacy at work.

an insecure communication medium, anyone can read it,
potentially, so obviously [sensitive data] won’t be trans-
mitted over it” (P14). Three participants claimed to
delete or expect others to delete emails and data once
the processing was finished. Non-IT staff also believed
that data media and paper files were safely locked away.

Threat models: Our participants identified hack-
ers and their colleagues as the most likely adversaries,
with similar high mentions. In fact, half of participants
claimed that colleagues posed a great threat to privacy,
since they were considered either vulnerable to socializ-
ing attacks, or inattentive and careless, or evil “super
administrators” who could easily circumvent RBAC and
access all data. Management was largely disregarded,
but one manager explained the dangers of the role as
often having full access to data although not carrying
out any data-driven administrative tasks.

Seven participants (5 non-IT) pointed out that ex-
ternal adversaries would need to be highly powerful or
skilled in order to retrieve any data. In such a case,
however, adversaries could then simply “hack into sys-
tems” at will. Yet, IT professionals concluded that even
powerful adversaries were very unlikely to get hold of
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any raw personal data, and grounded their opinions in
the multiple layers of safeguards they believed to exist:
“I have to gain access to the company’s server system, I
have to pass through a firewall, I have to know or be able
to crack passwords to gain access to data of this kind. I
think the physical way is the easier way” (P21).

In this regard, the interception of paper communi-
cation was considered the easiest and most likely at-
tack vector to obtain unauthorized access to data, espe-
cially in the payroll process. Most attack vectors were
mentioned by IT professionals, though only credential
theft was unique to this group. Next to vulnerabilities in
systems, wiretapping of many unknown communication
channels was also identified as attack vectors. Malicious
software as well as burglary and hardware theft were
sporadically identified as the most likely attack vectors.

5.3.3 Discussion

In the beginning of the interview we asked participants
for which purposes their employers process their per-
sonal data: the vast majority mentioned the payroll.
However, our results suggest that awareness is charac-
terized only by superficial knowledge. In fact, we found
only little to moderate factual knowledge on data pro-
cessing. Participants were surprised by their own igno-
rance when we confronted them with questions. Thus,
it is probably fair to conclude that our sample’s overall
awareness of data processing was rather low.

Our participants’ mental models appear to be bi-
ased by their job-specific experiences in their respec-
tive work environments. However, advanced technical
knowledge is not necessarily beneficial in this context.
That is to say that IT professionals made heavily biased
assumptions regarding safeguards and threat models,
assuming that their employers’ IT systems have very
extensive and comprehensive security mechanisms. In
practice, they ran the risk of overestimating the safe-
guards. Also, their technical view let them overlook en-
tities in the data processing that they should have been
aware of if they had known the business process. Other
participants’ mental models were rather simple and re-
flected their “user” experience with information sys-
tems. In particular, access to systems was tantamount
with access to data, as this was how they perceived in-
teractions themselves. Still, they also put great trust
in their employers’ infrastructures. Unlike in the U.S.,
there were no reports on leaked payroll data in the Ger-
man media, which may explain such strong trust beliefs.
However, mass media frequently reports on ransomware

or phishing attacks against companies in Germany, yet
these do not seem to be reflected in our findings either,
apart from few IT professionals referring to them. In-
stead, internal attackers were considered a major threat
to privacy, reflecting the desire to control data flow in-
side the organization (cf. Sec. 5.2).

Mental models of non-IT professionals were dis-
torted by the belief in data “living” in certain systems
or devices. In the case of phone records, some even ex-
pected the source to be the only sink. This suggests
that participants did not consider data potentially be-
coming available to entities or systems other than the
expected sink. While many participants were clueless
with regard to the storing of telephone records, some
did not even consider such information being sensitive
or privacy-invasive. Also, very few participants raised
concerns about the collecting and sharing of metadata
by the software and devices they use at work. Such ob-
servations are surprising given the prominent discussion
on the sensitivity of metadata on media. We would have
expected our participants to be more sensitized to this
topic, especially with regards to the prominent debate
on data retention in the EU and the introduction of the
GDPR over the past few years. In fact, Germany sus-
pended data retention in 2017 due to massive concerns
about privacy issues related to metadata. Yet, there
seems to be little consciousness among non-IT staff.

Lastly, the many implicit assumptions about data
processing made by our participants are problematic,
because it indicates that they act under uncertainty in
practice. Uncertainty is an important factor influenc-
ing human behavior and can have a negative impact on
privacy [1]. For example, research attributes actions un-
der uncertainty a significant contribution to the privacy
paradox [22]. Our results show that ignorance poses a
serious risk to fall into a (dis)illusion about personal
data processing in employment relationships.

6 Conclusion and future work
The right to informational self-determination guaran-
tees employees transparency and control over the collec-
tion, use, and disclosure of personal data. The law man-
dates employers to provide privacy controls that enable
employees to exercise this right. However, our examina-
tion of 27 office workers’ mental models reveals a variety
of issues of the perceptions, concepts, and awareness of
this right that could hinder employees from exercising
it in practice. The most obvious boundaries are the one-
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dimensional views of this right as mere ex-ante control,
and the lack of awareness of personal data processing.
The latter appears reasonable with regards to the igno-
rance of transparency. The identified gap between the
mental models of informational self-determination and
the fundamental objectives of this right [55] has sev-
eral implications for the design and implementation of
effective privacy controls, and for future work.

Implications for informing on data process-
ing: We found overall awareness that many different
personal data, including less conspicuous data (e.g. us-
age data), are collected and processed in the work con-
text. However, office workers seem to struggle to identify
the presence of such data in their work environments.
We further found that no processing is expected for
data with no assumed business relevance, but employees
may draw wrong conclusions because they are unaware
of purposes and recipients. Especially for data that are
not disclosed actively, specific notices about recipients
and processing operations are required. Our results indi-
cate, however, that the use of common terms to describe
data categories or access is unsuitable for this purpose
due to ambiguity and contradicting perceptions. Even
employees with leadership or administrative responsi-
bilities cannot provide clear and consistent definitions
of common terms. One way to improve this may be to
provide explicit descriptions along with the use of con-
cepts based on our identified themes: (1) relation to a
person; (2) sensitivity; (3) access; and (4) relation to
work. Mitigation efforts should also aim to counteract
any inconsistent use of the terms in software, in privacy
statements, or by employees and employers.

Implications for risk awareness: As far as the
protection of personal data is concerned, our investi-
gation shows that employers appear to enjoy the trust
of their employees. In the event of a data protection
incident, this trust relationship runs the risk of being
severely disrupted. Also, overestimating safeguards hin-
ders office workers from drawing reasoned conclusions
about risks to their privacy, what conflicts with legal re-
quirements to provide adequate information about risks.
To prevent disillusionment and counteract uncertainty,
it should be in employers’ best interests to enhance the
mental models of office workers and further strengthen
the trust culture. Since employers already maintain de-
tails about personal data processing within the scope of
a legally required processing directory, its careful prepa-
ration could, in part, provide the missing link for rising
employees’ awareness and consciousness.

Implications for control: There appears to be a
disparity between the high demands for ex-ante con-

trol that we found, and the degree of control that the
legal framework and the work context allow. Only Pri-
vacy Doctrinairists are likely to associate an increase
of informational self-determination if privacy controls
strictly meet legal requirements. However, since “self-
determination” is considered central to the right to pri-
vacy but lamented to be lacking in the employment con-
text, it is probably fair to assume that office workers
perceive control to be limited in practice. Still, it is ques-
tionable whether the provision of ex-ante control would
be helpful, because controls to which people are accus-
tomed do not seem to meet their expectations. Even
worse, the current design of controls prevents employ-
ees from exercising their rights, because the controls are
burdensome or even illusory: too complicated, too time-
consuming, too many options, or no freedom of choice.
This suggests that employees’ privacy actually benefits
from current practice of dispensing with consent in the
work context, because free consent is too burdensome.
To compensate for control requirements, our results sug-
gest that a reduced set of distinct controls would likely
already accommodate many objectives related to ex-
ante control: Involvement in sharing personal data with
outsiders (e.g. business partners); and serious efforts by
employers to educate their employees on how to reduce
disclosure to the absolute minimum. However, we argue
that employers and future work must also strive to ed-
ucate and provide tools for ex-post control. Since it lies
at the heart of the legal framework, employees require
a solid understanding of and confidence in this form of
control. Once they have familiarized themselves with it,
employees may possibly even perceive it to be less bur-
densome in comparison to ex-ante control.

Implications for future research: Previous stud-
ies on privacy at work often consider the employers
and cyber criminals to be the only intruders that im-
pact employees’ privacy perceptions [15, 41]. Our re-
sults suggest, however, that employees consider their
coworkers and IT staff to be the more likely invaders
to their privacy, but barely regard management as ad-
versaries. This observation adds more depth to previous
assumptions on adversaries, and shifts perspective. As-
sumptions about implemented protection mechanisms
also varied among participants from the same organiza-
tion and relied on the concept of trust when it comes to
transmitting data to third parties. We recommend that
future research should take (1) trust in affiliated parties,
(2) trust in internal IT staff, and (3) assumptions on
implemented safeguards into consideration and include
them as control variables or antecedents in studies to
explore their impact on privacy at work.
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B Interview outline (translated)
*Welcome the participant and brief about the study pro-
cedure and the study conditions. Then ask for their
consent to elicit data (drawings, hand writings, answers
to questionnaire, voice recording) and handout the dele-
tion token.*

Before we start with the interview I would like to point
out that I am only interested in your personal opinion or
view on the respective question. For all questions that
I will ask you always applies that: there are no wrong
answers; and this is not a quiz and it is not about you
giving a technically correct answer.
If I phrase a question in an unclear or imprecise way, or
if you are not sure how I mean a question, or if you your-
self have a question for me, please feel free to interrupt
me. Do you feel comfortable starting the interview now?

To begin with, I would like to know a little more about
your daily work routine:
– Please describe to me what tasks you mainly deal

with in your everyday working life.

*Have moderation cards and pen ready*

– Which technical aids or tools do you use in your
daily work? Write each tool on a (moderation) card.

– What specific tasks do you perform with these
tools?

– Which applications do you use on a daily basis?

*All cards with data categories on the table / screen.*

Try to explain the following terms in relation to your
everyday work. Provide examples of each term.
– Information
– Data
– Private data
– Personal data
– Personally identifiable information
– Individual-related information

– What data or information about you, are known to
your employer?

– Can you think of other data or information when
you think of the terms laid out and the tools you
use?

– What data are collected in your work environment?

– How does your employer obtain such data from you
and about you?

– For what purposes can this data be used?

– How do you consent to the use of this data?
– What liberties do you have when it comes to data

about you that are available to your employer?

We have now already talked about some examples of
data and information that you disclose in the course of
your employment. In the private context, there are sit-
uations in which you have to provide data, for example,
in order to be able to use an online service, but you
may feel uneasy about the data you are asked for. In
the following questions, I would like to know how you
feel about this in the work context.
– Do you think your colleagues disclose personal data

in the work context that they would prefer to with-
hold?

– Do you think there are any data that your colleagues
(consciously) withhold from their employer?

– Can you provide examples of what kind of data this
might be?

– Have you already been in a situation where you had
to disclose data to your employer that you would
have preferred to keep secret?

So far, we have talked about interactions between em-
ployees and their employers.
– Are there any third parties besides your employer

who use, or collect, such data about you in the con-
text of your job?

*IF YES: provide blank, white DIN A4; skip otherwise*

– Through which channel do these organizations or
service providers receive your data? Please describe
this data flow as accurately as possible by making
a sketch.

– Will the data be passed on to external companies via
the employer, or will they access the data directly
from the employee?

We have mainly talked about how you, as an employee,
handle your data. Now I would like to talk a little bit
about the party that collects and uses such data, i.e. the
employers.
– Do you think it is possible that your employer uses

data from you or data about you without your
knowledge?
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– *IF NO:* Do you think it is possible in other com-
panies that employers use such data from their em-
ployees without them being aware of it?

– What types of data are involved?
– What is the employer’s purpose in doing so?

– Assuming an employer collects or uses data with-
out the consent of its employees, what consequences
could the misuse of data have for employees?

– How can employees respond to the misuse of their
data?

– Assuming you were in such a situation, what would
you do?

Let us assume that employers behave the way you want
them to behave. Now suppose that you could ask your
employer everything about your personal data that you
are interested in.
– What would you like to know about the data that

your employer uses about you?
– Who uses your data?

Finally, can you please explain to me the following con-
cept:
– What do you understand by informational self-

determination?
– What does informational self-determination in the

workplace mean to you?

I would like you now to answer some questions by mak-
ing sketches on this sheet. Also, please explain to me
what you are drawing! Please keep in mind that it is
not about drawing a technically correct picture! There
is no right and wrong in this task!
On the left side of the sheet, you find some examples
of personal data that are collected by your employer
(“bank details”, “salary”, “private address”, and “tele-
phone records”). Your employer needs some of this data
to prepare your monthly payroll.
– First, I would like you to describe how the data on

the left are stored at your employer’s site. To do
this, use the space in the middle of the sheet and
include the four boxes on the left in your sketch.

– Some of the data mentioned here are required to
prepare your payroll. Please sketch how the payroll
is generated using the example data.

– By whom will the payroll be prepared?
– How does the responsible office get access to the

data?

You have now illustrated how your data will be used for
payroll. In this sketch, how do you ensure that only the
people responsible for payroll have access to this data.
– At what point in your sketch do you check to see if

access is allowed?
– Suppose a non-authorized person wants to gain ac-

cess to your data. Where in your sketch could they
access the data?

Questionnaire on demographics (online):
– Age [years, no answer]
– Gender [f, m, d, no answer]
– Marital Status [Single, Married, Registered civil

partnership, Divorced, Widowed, no answer ]
– Highest Education [Secondary (elementary) school

certificate, secondary school or equivalent quali-
fication, advanced technical college or university
entrance qualification, apprenticeship/vocational
training, Academic degree, no educational attain-
ment, no answer ]

– Employment Total [years, no answer]
– Employment Current Employer [years, no answer]
– Industry [text, no answer]
– Professional Title [text, no answer]

*Ask the participant whether they want to add anything
to the previous discussion. Answer their questions if
any. Ask the participant not disclose the contents of the
study to their colleagues.*
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C Participants
Table 1. Participants Demographics

Employment (years)
ID Age Sex Education Profession Total Employer Org. Size Industry (OECD)

Administrative Activities (i.e. the processing of personal data is the core job activity)

P01 46-55 m Academic Degree Third Party Fund Manager 16-20 6-10 L Education

P02 56-65 f Academic Degree Administrative Employee 26-30 0-5 L Education

P03 46-55 m Academic Degree Team Leader 16-20 6-10 L Education

P04 46-55 f University Entrance Qualification Administrative Employee 26-30 6-10 L Education

P05 46-55 f Secondary School or Higher Administrative Employee 31-35 31-35 L Education

P06 56-65 f Academic Degree Team Leader Accounting 26-30 0-5 L Education

P07 46-55 m Academic Degree Project Controller 20-25 6-10 L Education

P08 46-55 m Academic Degree Purchasing Employee 20-25 6-10 L Education

P09 26-35 f Secondary School or Higher Clerk 16-20 16-20 L Education

IT & Software Development (i.e. the job requires overall familiarity with the processing of data)

P10 26-35 m Apprenticeship Software Developer 6-10 0-5 S IT-services

P11 36-45 m University Entrance Qualification IT Administrator 20-25 11-15 S IT-services

P12 26-35 m Apprenticeship Application Developer 6-10 0-5 S IT-services

P13 18-25 m Academic Degree Software Developer 0-5 0-5 M IT-services

P14 26-35 f Academic Degree Software Developer 11-15 11-15 M IT-services

P15 26-35 m Academic Degree Software Engineer 6-10 6-10 M IT-services

P16 36-45 f Academic Degree Software Developer 20-25 11-15 M IT-services

P17 46-55 m Academic Degree Management Software Development 16-20 0-5 M IT-services

P18 36-45 m Academic Degree Researcher Software Development 11-15 6-10 L Research

P19 18-25 m Academic Degree Research Assistant Software Development 0-5 0-5 L Research

P20 36-45 f Academic Degree Researcher Software Development 20-25 11-15 L Research

Other (i.e. the processing of personal data is not a core activity)

P21 46-55 m Apprenticeship Supporter 26-30 11-15 S IT-services

P22 46-55 f Apprenticeship Sales Employee 31-35 11-15 S IT-services

P23 46-55 f Academic Degree Architect 20-25 6-10 S Construction

P24 18-25 f University Entrance Qualification Civil Engineer 0-5 0-5 M Construction

P25 26-35 f Apprenticeship Media Designer 11-15 6-10 M Marketing

P26 26-35 f Academic Degree Teamlead Owned and Paid Media 11-15 0-5 L Non-profit

P27 26-35 m Academic Degree Media Consultant 6-10 0-5 L Marketing

Org. Size: S: micro (< 10) employees, M: medium (< 250) employees, L: large (≥ 250) employees
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