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Abstract
Current privacy protections for smart home devices rarely con-
sider bystanders’ privacy, whose preferences are varied and may
differ from primary users. We use Contextual Integrity theory to
explore context-dependent variation in privacy norms regarding
smart home bystanders’ data. We conducted a vignette-based sur-
vey with 761 participants in the US, varying parameter values to
capture acceptability judgments regarding bystander information
flows in certain situations: domestic work, shared housing, visit-
ing a friend overnight, and Airbnb. We found that recipients and
purposes of sharing impact acceptance the most. Sharing interac-
tion logs was more acceptable than audio or video. Sharing smart
speaker data was less acceptable than smart camera or smart door
lock data. We found nuanced interaction effects between factors
in different smart home situations, and differences between pro-
tections most favored by participants playing bystander vs. owner
roles. We provide design and policy recommendations for smart
home privacy protections that consider bystanders’ needs.
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1 Introduction
Only 15% of US consumers in a large 2023 survey did not own
smart home devices [109]. This high adoption rate suggests that
any privacy risks arising from smart home devices have a wide
impact on society. Prior work has studied people’s privacy concerns
about smart home devices that they own [e.g. 1, 33, 40, 76, 88, 90],
and about devices they do not own, but that they interact with or
come in contact with, and that collect data about them [e.g. 26, 80,
86, 130] (hereafter we refer to people in this position as bystanders).
Studies have shown diverging privacy expectations and preferences
between device owners and bystanders [e.g. 3, 16, 36, 117]. However,
current privacy mechanisms and regulations (such as GDPR [47]
and CCPA [95]) primarily focus on protecting privacy of primary
users, and have limited or no explicit provisions for bystander
privacy. Our study therefore compares the two perspectives, to
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identify potential disconnects and points of alignment between
views of device owners vs. bystanders that impact how privacy
protections should be implemented in smart home systems, and
assesses contextual variation in those views.

Prior work on bystanders’ privacy has considered their privacy
concerns, expectations, and preferences, but there is a lack of un-
derstanding about the social norms around collection of bystanders’
data by smart home technologies. At the same time, prior empir-
ical work has repeatedly demonstrated how privacy attitudes of
primary users of smart home or Internet of Things (IoT) devices are
dependent on context [23, 58, 71, 90]. However, there is a lack of un-
derstanding of contextual variations in opinions about bystanders’
data. Contextual Integrity (CI) theory [75, 92, 94] has become the
most commonly recognized theoretical foundation for researching
the context-dependency of privacy. Thus, we rely on CI theory as
the basis for the main part of our study, exploring contextual varia-
tions in acceptability judgments about bystanders’ data, which can
provide a basis for exploring privacy norms. (See §3.4 for discussion
of the uses and limitations of empirical measurement for inferring
norms.) CI defines privacy norms as social norms about appropriate
flows of information in a particular context.

Our research questions are as follows:
• RQ1: When are flows of information collected about by-
standers by smart home devices viewed as acceptable?

• RQ2:How does acceptability of data flows about bystanders
vary (if at all) across contexts and scenarios?

• RQ3: Do participants’ individual characteristics and expe-
riences (socio-demographics, prior experiences with smart
home devices, etc.) affect their acceptability judgments?

• RQ4:What privacy controls for bystander data do partici-
pants want to have?

• RQ5: How do these desired privacy controls differ (if at all)
across contexts and scenarios?

To answer RQ1–RQ3, about contextual privacy judgments, we
ran a vignette-based survey with 761 participants residing in the
US. To answer RQ4–RQ5, we explicitly asked participants about
privacy control mechanisms.

In the vignettes, each participant was presented with a scenario
in which they played the role of either a device owner or a bystander
in one of four types of situations, involving different relationships
between owner and bystander: domestic work, shared housing, or
overnight stays at either a friend’s house or a short-term rental
property booked onAirbnb. The scenarios also varied by device type
and the owner’s disclosure behavior.We then presented participants
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with a series of vignettes with varied data formats, recipients, and
purposes of sharing.

We found that recipients, purposes of sharing, and their interac-
tion effects played the most important role in acceptance of flows of
bystanders’ data. Logs of bystanders’ interactions with devices were
more appropriate to share than audio or video. Smart locks and
smart speakers were associated with higher and lower acceptance
than smart cameras, respectively, in some regression models. Differ-
ences between the privacy judgments of participants assigned the
bystander vs. the device owner role were not statistically significant,
nor were differences between situations and transparency levels.
However, we found some significant interaction effects between
situations and other contextual parameters, and small differences
in the distribution of qualitative responses about desired privacy
controls between participants in the role of bystanders vs. owners,
as well as between different device types and situations.

Based on our findings, we make recommendations for smart
home developers about enabling more agency for bystanders—even
where there are power differentials or social barriers.

Our study makes the following main contributions:
• While prior work has studied concerns and preferences of
bystanders in smart homes [e.g. 10, 36, 79, 125], we use ac-
ceptability judgments to explore privacy norms regarding
the acceptance of various flows of bystanders’ data.

• While prior work has studied acceptability of flows of data
collected by IoT devices about primary users [e.g., 2, 19,
20, 58, 89], we make a novel contribution by empirically
exploring contextual variations in acceptability with a focus
on bystanders’ data collected by smart home devices.

• We compare people’s views as bystanders and device owners
on data flows and desired privacy controls for smart home
bystanders, to identify potential disconnects and alignments.

• We provide recommendations regarding privacy protections
for bystanders to smart home data collection, based on par-
ticipants’ desired controls, accounting for perspectives as
both device owners and bystanders.

2 Related Work
Prior work has studied privacy experiences, concerns, and prefer-
ences of primary users in smart homes [e.g. 1, 23, 63, 70, 76, 132],
including users’ coping strategies [1, 7, 45, 132], and has provided de-
sign recommendations for smart home privacy controls for primary
users. Research has also explored privacy concerns of bystanders in
smart homes, and contextual factors affecting those concerns [e.g.
16, 78, 80, 81, 86, 134, 135] [overview in 100]. Despite this research,
the factors driving device owners’ and bystanders’ expectations
and norms about data practices are not fully understood. Our study
takes a contextual approach to understanding such perspectives.

2.1 Privacy in Multi-User Smart Homes
On the one hand, smart home devices in multi-user environments
can provide opportunities for shared experiences and connection
[18]. On the other hand, they raise privacy concerns among sec-
ondary users and other bystanders, and limit their control over
personal information. Generally, smart home bystander privacy can
be seen as an example of interdependent privacy [28] [overviews in

62, 111], in that bystanders’ privacy depends on device owners’ de-
cisions about device deployment and configuration of settings that
may result in the access, use, and sharing of bystanders’ data, often
occurring without their knowledge or consent. In the case of multi-
user smart homes, secondary users may influence such decisions,
but still be essentially dependent on primary users’ discretion.

One important factor in multi-user smart homes is having ap-
propriate consent mechanisms for bystanders [32, 129]; however,
existing controls fail to request such consent, raising privacy con-
cerns among bystanders [31]. Avoidance and acceptance are two
main strategies for users of shared smart speakers to cope with
privacy risks [61, 86]. Zeng et al. [131] identified gaps between the
functionalities of smart home devices and the security and privacy
concerns of those that use them, and suggested that device manu-
facturers and researchers focus on multi-user scenarios to better
understand which controls different users may need.

Some prior studies have explicitly compared the perspectives
of owners and bystanders, or participants playing those roles, on
various aspects of smart home privacy. For example, Alshehri et al.
[15, 16] explored the perspectives of device owners and bystanders
on privacy concerns, expectations of disclosures by device owners,
willingness to share bystanders’ data with owners, and negotiation
behaviors. Similarly, while Zhou et al. [135]’s study involved sce-
narios from both owner and bystander perspectives, and explored
contextual variables and relationships, their goal was to model and
support negotiations about having devices on/off, not norms for
data sharing. Thakkar et al. [117] and Marky et al. [79] specifically
compared views of participants taking owner vs. bystander roles on
some proposed bystander privacy mechanisms. Several other stud-
ies described in §2.2 also looked at multiple perspectives, but again,
they were not concerned with isolating and quantifying factors
that affect the acceptability of information sharing.

Prior research has highlighted the influence of socioeconomic
and demographic factors on views of smart home devices [22, 67,
110, 126]. For example, a study about smart home privacy found
participants across four countries were largely more concerned
about devices in their own homes vs. other people’s homes, but
that specific concerns varied between the two contexts [41]. It also
found that non-male participants were less likely to have config-
ured smart devices, including privacy settings, whether or not they
were the most frequent user. Thus, we included socioeconomic and
demographic factors in our study as control variables.

2.2 Considerations in Specific Bystander
Situations/Relationships

Prior work studied a variety of relationships and power dynamics
in smart homes [e.g. 26, 52, 72, 106, 115, 129]. Often relationships
and trust between users in a multi-smart home have a significant
effect on who has access to the device [68]. The most commonly
studied multi-user smart home situations involve family dynam-
ics [e.g. 27, 51, 61, 118], often reflected in differences between pri-
mary and secondary users, especially among couples [43, 66]. Below
we review several other relationships and situations that have been
researched, inspiring our study.

2.2.1 Housemates. Prior work exploring the dynamics between
housemates in a smart home [52] found that tensions regarding the
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control of the smart home device often arise between housemates.
In such conflicts, the owner or installer of the device usually has
more agency, and the final word regarding use and configuration
of the device. Often these conflicts are due to a lack of existing
controls, as smart home technologies are not designed with multi-
user contexts in mind, in particular multiple people sharing the
same space [70, 132]. Privacy concerns also play a key role in a
shared housing setting, often due to lack of understanding about
data flows between device owners and housemates [61].

2.2.2 Visitors and Guests. Several studies have examined guests
visiting smart homes (though generally not overnight stays, as in
our study). In interviews with visitors, cohabitants, and owners of
smart speakers, Meng et al. [86] found that they have similar atti-
tudes, and social norms (or “smart speaker etiquette”) help manage
boundaries, primarily based on trust. Cobb et al. [36] found that
tensions between primary and incidental smart home users are of-
ten due to privacy concerns around surveillance and data collection,
compounded by the lack of privacy controls designed for multi-
users and bystanders. Other studies examined visitors’ comfort,
privacy perceptions, and coping mechanisms [80, 83, 117]. Trust
and the closeness of the relationship between homeowner and guest
is found to impact guests’ comfort with the device [83, 130, 135]—
but also their desire for privacy protections [15, 16, 32]. Although
some work has been done to explore appropriate privacy controls
for guests in smart homes [e.g. 39, 79, 82, 117, 130], with some up-
take in industry (see §5.3), the desire for guest privacy controls is
still largely unsatisfied in practice.

2.2.3 Short-Term Rentals. The privacy of guests in short-term
rentals such as Airbnbs also raised concerns, because smart de-
vices in Airbnbs have been used in a harmful manner, e.g., for
surveillance of guests [54, 108]. Mare et al. [78] found that both
Airbnb guests and hosts had diverse privacy views, often leading to
mismatched expectations. They also found discrepancies in mental
models of device data flows. Dey et al. [42] found that a perceived
competitive advantage in giving guests remote access to the home—
which also helps protect the properties from misuse—outweighed
concerns about guests’ privacy for interviewed Airbnb hosts. Wang
et al. [125] explored Airbnb guests’ preferences regarding reasons,
timing, processes, and channels for privacy negotiations.

2.2.4 Domestic Workers. Domestic workers employed in smart
homes have diverse privacy concerns, but are often unwilling to
discuss them with the employers due to power differentials or wor-
ries it might raise concerns about the integrity of their work [3]. The
power imbalances and social norms make it difficult for domestic
workers to challenge employers’ decisions [26, 64, 65]. While nan-
nies understand employers’ desire to have cameras, they express
a desire to be at least informed about their presence [3, 26]. Simi-
larly, caregivers often view security cameras as undermining the
trust required for them to successfully give care, while exacerbating
power inequalities [64]. Albayaydh and Flechais [10, 12] proposed
a privacy protection app to address privacy concerns of domestic
workers and power dynamics in smart homes. They showed that
religious and social norms play a role in tensions between domestic
workers and smart home owners in Jordan [10, 11, 13].

2.2.5 Comparing Situations. Some of the research described above
drew explicit comparisons between different types of bystander
situation or relationship with device owners. For example, Cobb
et al. [36] found that incidental users were less comfortable with
smart home devices in short-term rentals than in their own homes
or homes where they worked. Thakkar et al. [117] note that partici-
pants were more comfortable with devices in homes they were vis-
iting than devices of family members in their own household, if the
bystander in the latter casewasworking fromhome—demonstrating
the need to consider detailed nuances when interpreting privacy
attitudes. Yao et al. [130] note that participants in their qualitative
study had varied views depending on the bystander scenario they
were responding to (Airbnb, playdate as a guest, own home), partic-
ularly in terms of how much exposure was implied. Their findings
suggest a need for further exploration, and quantification, of these
variations. Chiang et al. [32] compared several owner-bystander
relationships, finding that participants had the strictest consent
requirements for data collection by devices owned by co-habitants,
compared to short-term rental hosts or clients of a maintenance
worker. They also found differences in consent requirements by
device type and data format, but did not conduct factorial analysis.

A Need for Nuance. Overall, while primary users of smart home
devices may wish to give domestic workers, guests, and family
different privacy controls to suit those relationships, such options
are not always available [e.g. 132]. This lack may lead to conflicts,
for example, regarding perceived surveillance and decisions about
devices [e.g. 16, 52, 87]. Thus it is important to continue exploring
bystanders’ attitudes and social norms about privacy in specific
types of smart home environments, to design appropriate controls
and mitigation strategies.

2.3 Context in Smart Home Privacy Perceptions
Several studies have focused on the context dependency of smart
home or IoT users’ privacy perceptions [23, 58, 71, 90]. For example,
He et al. [58] found that primary users’ perceptions of data sharing
inmulti-user smart homes depend on recipients and data typesmore
than device types. Similarly, Abdi et al. [2] found that primary users’
acceptance depended on data type, recipient type, purpose, and
transmission principles. While these studies provide an interesting
point of comparison, our study explores additional dimensions.

The Theory of Privacy as Contextual Integrity (CI) provides
a framework for studying privacy preferences, expectations, and
norms [25, 75, 92–94]. It views privacy perceptions in terms of
appropriateness of information flows based on social norms in a
specific situation. CI describes information flows using five param-
eters: sender, information type, data subject, recipient, and trans-
mission principles. Prior quantitative work has used CI to explore
privacy norms [e.g. 20, 84, 105, 133], including in smart homes [e.g.
2, 19, 89], and to model smart home privacy threats [e.g. 29].

Differences from Prior Work. Most closely related are the studies
of Apthorpe et al. [19], He et al. [58], Abdi et al. [2], and Musale
and Lee [89], which all used factorial vignettes to explore appropri-
ateness of flows of information collected by smart home devices.

We use a similar factorial vignette methodology in our survey,
but we have several important differences in study design. First, we
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focus on the information collected by smart home devices about
bystanders, which most prior work has not. The exception is Musale
and Lee [89], who compared acceptability of data flows about the
owner vs. other occupants of the house. Their participants, who
were asked to play the role of device owners, had similar opinions
regardless of data subject; however, they did not examine views on
data about non-occupants (which we do).

Second, in addition to bystanders as a data subject, we examine
a different set of contextual parameters, including a subset of devices
and transmission principles used in Apthorpe et al. [19], but with a
diverging set of recipients, data formats, and purposes not examined
in the prior studies [2, 19, 58, 89].

Third, we explore the differences in acceptability judgments
about flows of bystander data between the perspectives of bystanders
and device owners, while those studies did not consider different
perspectives, focusing only on opinions of primary users.

Finally, in contrast to prior work, our study explores the impact
of different situations or relationships between primary users and
bystanders (e.g. in an Airbnb scenario vs. an overnight stay at a
friend’s house) on privacy views.

The literature reviewed above highlights the importance of ex-
amining the impact of contextual factors on privacy norms in smart
homes. Our work applies CI theory to better understand the privacy
norms around bystanders’ data, and expands quantified empirical
evidence about such norms, supporting nuanced recommendations
for smart home device developers and policymakers.

3 Methods
We ran a factorial vignette–based survey to examine how contextual
factors affect acceptability judgments about sharing smart home by-
standers’ data. Vignettes are concise descriptions of situations with
systematically varied parameters, used to compare respondents’
views about aspects of the presented scenarios [2, 19, 50].

3.1 Vignettes and Survey Design
Table 1 lists the seven parameters that we varied in our study.
To avoid participant fatigue and confusion, we used a hybrid be-
tween/within subjects approach, in which we asked participants
to imagine themselves in a particular overall scenario, and then
consider how their answers would change depending on specific
data practices that varied between vignettes.

Each participant was presented with only one randomly assigned
scenario, including four parameters that varied between subjects.
They were assigned one of three Devices, and they played the Role
of either a device owner or a bystander, in one of the four Situations.
Participants saw a description of the device (see Appendix B) before
the scenarios. The scenario also mentioned the owner’s level of
Transparency about the existence and data practices of the device.

We then presented each participant with several vignettes in
random order, in which we varied three parameters within subjects:
the Data formats the device collected, the Recipients with whom
the data was shared, and for what Purposes it was shared. For each
vignette, we asked participants to respond on a 5-point Likert scale
how acceptable would it be if the specific data about a bystander
captured by the device was shared with a particular recipient for

different purposes (presented in random order). Scenarios and vi-
gnettes were constructed from frame sentences with parameter
values from Table 1, as follows.

For participants that were assigned a bystander Role:
[Scenario:] Imagine that you are a(n) [BYSTANDER’S ROLE].
Your [OWNER’S ROLE] installed a [DEVICE] in a common
space inside the smart home that collects information about
people in the home, including you. Your [OWNER’S ROLE]
[TRANSPARENCY]. Next we will show you different scenar-
ios that could happen in this situation, and ask how acceptable
those scenarios are. Please read carefully, as this text won’t
change but scenarios below will vary slightly.

[Vignette:] How acceptable would it be if [DATA FORMAT] of
you captured by the [DEVICE] was shared with [RECIPIENT],
for the following purposes? [LIST OF PURPOSES]

Example: Imagine that you are a housemate in a shared rental
smart home. Your housemate Jackie installed a smart home
camera in a common space that collects information about people
in the home, including you. Your housemate Jackie told you the
smart home camera is present but didn’t explain details of
data collection, use, sharing, and storage.

How acceptable would it be if a video of you captured by the
smart home camera was shared with a third-party company’s
employees, for the following purposes?

For participants that were assigned a device owner Role:
[Scenario:] Imagine that you are a(n) [OWNER’S ROLE]. You
installed a [DEVICE] in a common space inside the smart
home that collects information about people in the home, in-
cluding your [BYSTANDER’S ROLE]. You [TRANSPARENCY]
your [BYSTANDER’S ROLE]. Next we will show you different
scenarios that could happen in this situation, and ask how
acceptable those scenarios are. Please read carefully, as this
text won’t change but scenarios below will vary slightly.

[Vignette:] How acceptable would it be if [DATA FORMAT]
of your [BYSTANDER’S ROLE] captured by the [DEVICE]
was shared with [RECIPIENT], for the following purposes?
[LIST OF PURPOSES]

Example: Imagine that you are a host of a smart home you
rented out onAirbnb. You installed a smart door lock in a common
space inside the smart home that collects information about people
in the home, including your Airbnb guest. You told your Airbnb
guest the smart door lock is present and explained details of
data collection, use, and sharing.

How acceptable would it be if logs/history of interactions with
(records of when and how your Airbnb guest used) the smart
door lock was shared with a government entity, for the following
purposes?

Selection of Parameters. The parameters and values in our
vignettes and scenarios were selected based on some of the infor-
mation flow parameters identified in CI theory [92, 94], as well as
on contextual factors identified in other prior work that touches on
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Table 1: Scenario and vignette parameters. Parameters marked with * were fixed per participant.

Parameters Values
Role* and Sit-
uation*

For participants that were assigned a bystander Role:
- Shared housing: a housemate in a shared rental smart home (bystander) / housemate Jackie (device owner)
- Airbnb rental: a guest in a smart home you rented on Airbnb (bystander) / Airbnb host (device owner)
- Overnight stay: an overnight guest in a friend’s smart home (bystander) / host (device owner)
- Domestic work: a domestic worker in your employer’s smart home (bystander) / employer (device owner)

For participants that were assigned a device owner Role:
- Shared housing: a housemate in a shared rental smart home (device owner) / housemate Adrian (bystander)
- Airbnb rental: a host of a smart home you rented out on Airbnb (device owner) / Airbnb guest (bystander)
- Overnight stay: a host of a friend visiting your smart home overnight (device owner) / guest (bystander)
- Domestic work: an employer of a domestic worker in your smart home (device owner) / domestic worker (bystander)

Device* - smart home camera
- smart speaker
- smart door lock

Transparency* - did not tell
- told and explained details of data collection, use, sharing, and storage
- told but didn’t explain details of data collection, use, sharing, and storage

Data format - video
- audio
- logs/history of interactions with (records of when and how [bystander’s Role] used) the device

Recipient - the [device owner’s Role]
- a government entity
- the employees of the company that made the device
- a third-party company’s employees
- the device owner’s contacts (e.g. friends, family, neighbors, etc.).

Purpose of - to ensure the safety of the people in the home
Sharing - to troubleshoot or improve the performance of the device

- to assist in investigating a crime
- to enforce house rules (e.g., about pets or noise)
- to provide customized service/product recommendations
- to share a memory
- to monitor work

acceptability of information flows, including quantitative studies on
norms or preferences for primary users’ data [e.g. 2, 19, 20, 77, 90]
and prior, mostly qualitative, work on bystander or multi-user situ-
ations [e.g. 3, 10, 26, 36, 41, 52, 61, 78, 131, 132].

Specifically, Data formats and Recipients reflect the information
type (or attribute) and recipient parameters from the CI approach,
respectively, while Purpose of sharing and Transparency parame-
ters can be categorized as transmission principles. CI’s data subject
parameter is instantiated as the bystander in our study, and is fixed
across all vignettes. We did not explicitly mention the final CI pa-
rameter, the data sender, in the vignettes, because the likely sender
was largely implied by the Recipient. For example, when sharing
with a government entity, the most likely sender would be the com-
pany that made the device, while when sharing with the owner’s
contacts, the sender is likely to be the device owner. However, in
the exit survey, we asked participants about general acceptance of
different data senders.

The location of the device and its data retention policies can also
be considered transmission principles in CI theory. However, they
have been widely explored in prior research, reaching a relative

consensus that people prefer shorter data retention periods, are
more concerned about data collection in private spaces (inside
the house) than public spaces (e.g. on a porch), and are especially
concerned about rooms for private activities (e.g., bathrooms and
bedrooms), while views on devices in common spaces within the
home are more varied [3, 36, 73, 78, 123, 127]. Thus, across all
vignettes, we kept the device located in the indoor common space
(where bystanders are most likely to be subject to data collection,
and have varied opinions about the device’s placement). However,
in the exit survey we asked participants about the acceptability
of different data retention policies, and the relative importance of
device location in deciding the acceptability of data flows.

As noted in §2.2, prior research on relationships and power dy-
namics in smart homes, and their effects on privacy, have most
commonly been studied in the context of families. In this study,
when selecting the Situations, we focused instead on common smart
home scenarios with different types of power dynamics between
individuals who are not family. Specifically, the shared housing Sit-
uation evokes no obvious power dynamics, with usually relatively
equal rights between two housemates, where both have contractual
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and financial obligations towards the landlord or property man-
ager but not towards each other.1 The relationship between a host
and a guest staying at a friend’s house overnight presumably also
involves relatively equal power dynamics most of the time, but
in the moment, the guest is dependent on the host’s hospitality.
The relationship between an Airbnb host and a guest renting their
home potentially has somewhat unbalanced power dynamics, in
that ownership of the home is in focus, and the parties have spe-
cific contractual and (for the guest) financial obligations towards
each other, but no personal loyalties. Power dynamics are most
obvious—and likely most imbalanced—in the relationship between
a domestic worker and their employer, where there are mutual
contractual obligations and a financial obligation on the part of the
employer, the device owner is the boss per se, and the domestic
worker’s livelihood is dependent on the relationship.

In selecting Devices,2 we considered adoption rates, data formats
they collect, and relative levels of users’ concerns with those devices
according to prior studies [e.g. 3, 36, 41, 78, 125, 127]. To avoid
confounds between smart cameras and smart door locks that have
embedded cameras, we clarified in the device descriptions that, for
the purpose of the survey, we consider smart locks that are not
integrated with a camera (see Appendix B).

We eliminated some parameter values that were not logically
compatible, based on observation of real-world practices and do-
main knowledge. For example, there is no point in sharing data
with a government entity to troubleshoot or improve a device’s per-
formance, and it is unlikely for a smart door lock to go undisclosed,
at least implicitly, as anyone can see it has some smart features as
they use the door to enter the home. Three researchers reviewed
and discussed all the value combinations for each pair of parame-
ters. Because of such compatibility differences, participants were
shown a different number of vignettes, depending on the Device
and Situation they were assigned to. This affected the length of the
survey. Most notably, surveys about cameras were the longest, as
they collect data in three formats, followed by smart speakers (two
formats), and then smart door locks (one format).

Exit Survey. The exit survey (see Appendix C) included ques-
tions about, for instance, relative influence of different factors on
participants’ acceptablity judgments. We also asked about partic-
ipants’ encounters with smart internet-connected devices, how
comfortable they are interacting with those devices, education or
work experience in technical fields, privacy attitudes, prior experi-
ences with privacy or security violations, and what privacy controls
they would like bystanders to have over smart home devices.

3.2 Recruitment and Ethics
We deployed our survey in Qualtrics and recruited participants on
the research platform Prolific. We obtained an IRB exemption from
the lead author’s institution before conducting the research. All
participants gave informed consent. We recruited a sex-balanced
sample of participants age 18+, currently residing in the US and
fluent in English. Prolific provided information on participants’

1We used gender-neutral names (Jackie and Adrian) in the shared housing scenarios
to avoid potential impacts of gender stereotypes on participants’ responses.
2 As Device is the technical means by which the data is captured, we do not align it
with a CI parameter, as CI describes elements of sharing.

demographics and ownership of Internet-enabled products. Due to
the differences in survey length described above, participants’ me-
dian completion time was 14.8, 12.5, and 12.4 minutes for the smart
camera, smart speaker, and smart door lock versions, respectively,
and we paid $4, $3.75, and $3.25 (aiming for $15/hour).

Before running the main survey, we used the user testing service
UserFeel to recruit 6 pilot participants to test survey comprehension
and flow. We refined the survey wording based on their feedback.

An initial power analysis using G*power [48] indicated a total
sample size of 241 participants being sufficient for our study.3 Post-
hoc analysis confirmed that we achieved a statistical power of 1.0
in all regression models with our eventual sample (𝑁 = 761).

3.3 Analysis
3.3.1 Quantitative Analysis. To visualize how acceptance of infor-
mation flows varies across Roles, Situations, and other parameters,
we used heatmaps for compatible pairs of parameters (as explained
above), following previous research on privacy judgments within
smart homes and similar contexts [2, 19, 20].

We conducted inferential statistical analysis to systematically
examine the relative impact of contextual parameters and partici-
pant characteristics on privacy acceptability judgments. Using the
Variance Inflation Factor (VIF) analysis, we confirmed the absence
of multicollinearity among the predictor variables [91, 122].

Using visual inspection and the Kolmogorov-Smirnov test [85],
we found that our data is not normally distributed. Therefore, we
chose to employ the Cumulative Link Mixed Model (CLMM) [34,
116]. The CLMM is particularly suited for handling non-normally
distributed ordinal dependent variables and incorporates both fixed
and random effects to accommodate the non-independence of ob-
servations within groups or subjects. We applied Bonferroni cor-
rection [104] to p-values in all models to account for multiple com-
parisons. To choose the optimal model with control variables, we
first ran a CLMM regression with all contextual parameters and
control variables (personal characteristics, like demographics and
prior experiences and background) and then used a step-wise elimi-
nation process to remove the control variables that did not improve
the model’s explanatory power. Further CLMM regression analyses
explored the impact of interaction effects.

3.3.2 Qualitative Analysis. To analyze the open-ended responses
about desired privacy controls, we used thematic analysis. Two
of the authors independently developed initial codebooks, then
discussed and merged them. They coded the data using the final
codebook, applying one or multiple codes, calculated agreement
rates, and eventually reached a 100% agreement rate after discussing
and resolving all disagreements. We discarded six invalid responses,
where both coders suspected that the answer was copied from
Internet sources or produced using generative AI (based on unusual
length, phrasing, and structure of the response).

To compare the differences in code occurrences across Roles,
Situations, and Device types, we used a pairwise Chi-Square test
for codes with more than 5 occurrences, and Fisher’s exact test
for codes with 5 or less occurrences. We again applied Bonferroni
correction [104] to account for multiple comparisons.
3We ran a linear multiple regression model with an effect size of 0.15, 𝛼 err probability
of 0.05, 𝛽 err probability of 0.90 and 35 total predictors.
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3.4 Limitations
Our survey focused on some common parameters and situations
that presented interesting tradeoffs, as suggested by prior research
or common sense. However, to maintain a reasonable number of
parameters for quantitative analysis, we had to exclude or fix some
possible dimensions. Future research can complement our work by
examining additional contextual factors, such as data senders, place-
ment of devices, and other transmission principles. Research could
also compare additional situations involving bystanders, including
use of smart home devices at home vs. institutions like student
housing or assisted living facilities, or use of IoT devices at work
in an office, or could dive into more nuanced detail, for example
by comparing specific types of domestic workers (e.g. caregivers
for different groups such as children, elderly or disabled adults, or
pets; non-care workers such as regular housecleaners or occasional
home maintenance workers; or outdoor workers like gardeners).
Such research may consider additional elements of the relationships
between device owners and bystanders, such as preexisting trust,
contractual obligations, short vs. long-term contact, etc.

Similarly, future work may assess the impact of the usability and
complexity of privacy disclosures on acceptability judgments. For
purposes of the study, we presented participants with (relatively)
straightforward information about data flows, but in reality, by-
standers and even owners may not have access to such information,
or it may be more difficult to understand.

As with all vignette studies, we were asking participants for
opinions about imaginary scenarios with certain assumptions and
defined parameters, and their self-reported responses may differ
from what they would have thought in real life, in naturally more
complex or uncertain situations. Future research may compare our
findings on normative privacy judgments with actual decisions or
behaviors of bystanders and device owners in real life. While obser-
vational studies in realistic settings would have greater ecological
validity, they would inevitably suffer from lower internal validity
due to researchers’ reduced control over contextual parameters.
Thus, our internally valid study using hypothetical vignettes offers
an important contribution that can complement future field studies.

Using second-person scenarios that asked participants to imagine
themselves in a specific role allowed us to begin exploring the
degree to which apparent norms might actually be commonly held,
vs. whether there might be disconnects between norms assumed
by people in different roles. However, although it is common in
CI vignette studies [e.g. 2, 19, 58, 89, 119, 124], using “you” may
encourage participants to consider their personal preferences, not
just (their perceptions of) societal norms. More generally, surveys
of individuals inherently provide only an incomplete view of norms,
which are an abstract property of groups—but will not be construed
in the sameway by every individual in the group. On the other hand,
as noted by Shvartzshnaider et al. [105], vignette-based surveys can
at least establish an “implicit consensus” about contextual privacy
norms as viewed by a majority of survey-takers.

4 Results
Next, we describe the participant pool and insights from the data
analysis that answer our research questions. If we do not specify

that a finding is specific to participants in one Role or the other, it
means the finding is about all participants.

4.1 Participants
In total, we recruited 802 participants, but excluded 41 responses
due to data quality issues (failing at least one attention check and/or
finishing the survey too fast, defined as 1 standard deviation below
the mean). We report the remaining 761 participants’ responses,
including 33,674 ratings of parameter combinations in the vignettes.

Participants’ ages range from 18 to 72 y.o. (mean=38). The sam-
ple is balanced in terms of gender. The majority of participants
are white (74%), employed full-time (72%), and are not students
(86%); a plurality have undergraduate degrees (42%). Slightly over
a quarter (27%) said they have education or work experience in
a technical field (such as computer science, software engineering,
or app development). A majority (72%) said that, in general, they
are comfortable interacting with smart internet-connected devices.
This is in line with market research results [21]. Finally, 39% said
they had experienced some kind of information privacy or security
violation or incident in the past. Table 2 in Appendix D summarizes
participants’ demographics and experiences.

4.2 Findings
4.2.1 Context-Dependent Privacy Judgments. To answerRQ1,
we visualize participants’ responses across the vignettes using the
heatmaps in Figures 1, 2, and 3 (larger versions are in Appendix G).
These heatmaps illustrate patterns in levels of acceptance across
various pairs of contextual parameters, between participants as-
signed to different Situations and Roles.

Regarding Purposes, sharing device data for ensuring the safety
of the people in the home and assisting in investigating a crime
is viewed as acceptable across many vignettes (Fig. 1, 2, 3), while
providing customized service/product recommendations is viewed
as unacceptable in all vignettes. Enforcing house rules and trou-
bleshooting the device are viewed as acceptable only for door locks
in the domestic work Situation, by participants in both Roles (Fig. 2).
Interestingly, while participants playing the Role of a guest stay-
ing at a friend’s house overnight found it acceptable to share their
smart door lock data for enforcing house rules and troubleshoot-
ing, participants playing the Role of the host in the same Situation
did not find it acceptable. A similar surprising result is found for
troubleshooting smart door locks in the Airbnb Situation.

In terms of Recipients, on average, participants found it unac-
ceptable to share bystanders’ smart home data with anyone other
than the device owner, with a few exceptions when ensuring safety
or investigating a crime (Fig. 3). Compared to the views of par-
ticipants playing bystanders, participants who played the Role of
device owners saw it as acceptable to share data with the device
owners for a wider variety of Purposes (including for sharing a
memory and monitoring work, which are otherwise viewed as un-
acceptable Purposes by both Roles in all other vignettes), especially
in the employment and Airbnb Situations (Fig. 3). For the partici-
pants who were assigned a bystander Role, besides ensuring safety
and assisting in investigating a crime, sharing the data with device
owners and the manufacturer’s employees was acceptable only for
troubleshooting or improving the device’s performance (Fig. 3).
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We also compared the acceptance scores regarding different
data senders and retention periods from the exit survey. Most par-
ticipants (across both Roles) thought it unacceptable for device
manufacturers (68%) or the device itself (62%) to share bystanders’
data. However, 25% of participants in the bystander Role vs. 44%
of participants in the device owner Role thought it acceptable for
device owners to share bystanders’ data (Chi-square test, 𝑝<0.0001).
Three quarters of the participants in both Roles thought it accept-
able for bystanders’ data not to be stored at all. However, partic-
ipants in the owner Role found other retention periods more ac-
ceptable than participants in the bystander Role, including deleting
bystanders’ data immediately after the purpose of use is achieved
(77% vs 67%, 𝑝 = 0.0027), deleting data after 1 month (64% vs. 53%,
𝑝 = 0.0048), keeping data until bystanders request deletion (49% vs.
39%, 𝑝 = 0.0055), and keeping it indefinitely (10% vs. 5%, 𝑝 = 0.0073).

4.2.2 Quantitative Variation in Factors Affecting Privacy
Judgments. Here we answer RQ2, aiming to understand what
factors affect privacy acceptability judgments the most.

Recipients, Purposes, Device, and Data Format Have Signif-
icant Impact. First, we constructed a model in which we included
only the contextual parameters, without demographics and other
controls (see Model 1 in Table 6 in Appendix F).

We found that all Recipients and Purposes of sharing have a
significant impact on acceptance levels. For example, in terms of
odds ratios, compared to the device owner, the device owner’s con-
tacts are 82% less acceptable as Recipients, followed by third-party
company employees (77% less acceptable), and government entities
and the device manufacturer’s employees (both 59% less acceptable).
Monitoring work is 82% less acceptable than ensuring the safety of
people in the home, followed by providing customized recommenda-
tions (79% less acceptable), sharing a memory (75% less acceptable),
enforcing house rules (68% less acceptable), and troubleshooting
or improving device performance (50% less acceptable). Assisting
in investigating a crime is the only Purpose more acceptable than
ensuring safety (77% more acceptable). Smart speakers are 43% less
acceptable and smart door locks were 75% more acceptable than
smart cameras. Sharing device logs/history of interactions is viewed
as 19% more acceptable than audio recordings, with no significant
difference in acceptance between video and audio recordings.

All of these coefficients were also significant (with slight vari-
ations in magnitude) in Models 2–5 described below, except for
smart door locks, due to the higher Bonferroni-corrected p-values.

The insights from the regression analysis broadly align with
participants’ self-report about the importance of factors (Table 5
in Appendix F), with Recipients, Purposes of sharing, and Data
formats having the strongest impact. Role, Situation, and level of
Transparency did not significantly influence acceptance levels in
regressions, except in interaction with the more influential factors.

Interaction Effects Reveal the Nuances. We also tested the
interaction effects between Recipients, Purposes of sharing, and Sit-
uations (Table 7 in Appendix F). While some significant interaction
effects were more predictable from the effects of individual vari-
ables, others are more surprising, shedding light on the contextual
nuances of privacy judgments. Although when considered alone,
all Recipients were seen as less acceptable compared to the device

owner, certain interactions between Recipients and Purposes of
sharing (Model 3) or Situations (Model 4) were seen as more ac-
ceptable. For example, although compared to the device owners,
government entities are typically not favorable data Recipients,
sharing bystanders’ data with the government to assist in investi-
gating a crime or in an Airbnb Situation on average was seen as
acceptable. Similarly, many participants thought that sharing data
with manufacturers’ and third party companies’ employees is usu-
ally not acceptable, but made exceptions for device troubleshooting,
or when it happened in an Airbnb Situation. One potential expla-
nation is the congruence between the Recipients and Purposes,
where government involvement in investigating a crime or com-
panies’ involvement in troubleshooting the device are viewed as
beneficial or even necessary. In turn, a potential explanation for the
surprising interactions between Recipients and Situations might
be that sharing information with an impersonal entity or organiza-
tion (rather than an individual person) seems more acceptable in a
Situation that doesn’t imply a personal relationship between the
device owner and the bystander.

In Model 5, although enforcing house rules had negative coeffi-
cients when considered alone, participants found it a quite accept-
able Purpose when house rules are enforced in the domestic work
Situation. Additionally, in Model 4, data flows in the domestic work
Situation were viewed as 166% more acceptable than in the shared
housing Situation. Both of these effects could be explained in part
by power dynamics between employer and employee (see §5.1).

Comfort with IoT, Education Level, and Privacy Attitudes
Affect Privacy Judgments. To answer RQ3, we added control
variables, including demographics, prior experiences in the relevant
smart home situations, and attitudes about privacy of self and others
to the regression model with the individual contextual factors (see
Model 2 in Table 6 in Appendix F). We found that higher general
comfort with IoT devices, and having a high school diploma as the
highest education level achieved, are associated with higher levels
of acceptance of data flows. On the other hand, level of privacy
concern about collection of users’ own data (IUIPC sub-scale on data
collection) is associated with lower acceptance—though concern
about the privacy of others did not have a significant effect.

4.2.3 Insights about Desired Controls. To answer RQ4, we
analyzed the open-ended responses about privacy controls partic-
ipants for bystanders’ data in smart homes. To answer RQ5, we
ran statistical tests on the differences in code occurrences across
Devices, Roles, and Situations. Our codebook and example quotes
are summarized in Table 3, and occurrence counts and statistical
results are summarized in Table 4, both in Appendix E.

The analysis revealed different strategies formanaging bystanders’
data privacy that vary in the level of control that bystanders have
over their information. For example, the responses ranged from
bystanders not having any privacy controls at all, through basic
transparency, to binary choices, or more nuanced decisions. At the
extreme, 9% of participants said that bystanders need no privacy
controls. This view was twice as common among participants in
the device owner Role compared to the bystander Role (12% vs. 6%,
𝑝 = 0.0313). In particular, many participants noted that a smart
door lock does not need much by way of privacy controls as long as
it’s not integrated with a camera (which it wasn’t, in our scenarios).
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Figure 1: Average acceptance scores for information flows across Data formats × Purpose of sharing pairs.
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Figure 2: Average acceptance scores for information flows across Device type × Purpose of sharing pairs.

Airbnb (owner) Domestic work (owner)Friend staying overnight (owner)Shared housing (owner)

Shared housing (bystander) Airbnb (bystander) Domestic work (bystander)Friend staying overnight (bystander)

Recipient

2

1

0

-1

-2

2

1

0

-1

-2

Figure 3: Average acceptance scores for information flows across Recipient × Purpose of sharing pairs.

The most common theme was the necessity of disclosure of the
device’s presence and main data practices, e.g. via verbal or written
notices (21%). This was mentioned almost twice as often for smart

cameras as for speakers (29% vs. 15%, 𝑝 = 0.0347), possibly because a
camera is considered to be more invasive than a speaker, as implied
by our regression analysis of acceptance levels (Model 1 in Table 6).
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Another form of alerting bystanders that a device is on or recording
is the device’s own feedback, for example lights or sounds. Feedback
was suggested by 0.8% of participants, all in a bystander Role.

One step beyond basic disclosure is to obtain consent or per-
mission from bystanders for collecting or sharing their data (6%).
As well as one-sided consent, 1% of participants thought device
owners and bystanders should have a two-way discussion or nego-
tiation about device configuration and data practices. As another
transparency mechanism, 7% of participants suggested bystanders
should be able to view their data, for example, in a dashboard or
guest mode/account, or by requesting a copy of their data.

The second most popular type of control mechanism, after disclo-
sure, were various means to opt out of data collection, for example
by turning off, unplugging, muting, or physically covering the de-
vice, or avoiding creating a voice profile for bystanders, to prevent
devices from recording and recognizing their voices. Opt-outs were
suggested by 17% of participants, though less commonly for locks
than for speakers (7% vs. 24%, 𝑝 = .0001). Using a device that is not
Internet-connected and processes data locally (0.7%) or is analog and
does not generate digital data at all (0.8%) were other suggested
ways to prevent excessive data collection and sharing.

Other proposed controls were more granular and allowed for
nuanced data management strategies. Among those, it was most
common to want to limit data that is collected or shared (13%), e.g.
by choosing what specific data types are allowed to be collected,
or in what format. Such suggestions were especially common for
speakers, compared to locks and cameras (21% vs. 10% and 7%,
𝑝 = 0.0114 and 𝑝 < .0001), because participants did not want smart
speakers to record their private conversations. If data were already
collected, participants wanted to at least obfuscate their identity or
information (1%), for example by blurring faces or changing voices.

Participants also wanted to limit access to data (13%) by choosing
potential recipients. Preventing sharing of bystanders’ data with
a third party was especially common: “I don’t love the company
that made the speaker having access to it, I really don’t like a third
party being involved, and the idea of the government having access
to it for any reason is pretty horrifying.” - P194. Interestingly, 10
of those participants (across both Roles) said that sharing with
device owners should nevertheless be allowed, as they should be in
ultimate control of their home and devices.

Many participants wanted to limit storage of bystanders’ data by
preventing retention or choosing for how long the data is stored
before being automatically deleted (9%), or to be able to proactively
delete the data directly through a dashboard or by requesting that
the owner do it (6%). Deleting after onemonth or after the bystander
has left the house was often viewed as acceptable. Participants in
the device owner Role wanted to make sure that no damage to the
property or other violation of house rules occurred before deleting
bystanders’ data: “I’d like them to be able to delete their data after
3 days of leaving the home. I would want to check the footage and
make sure nothing was broken or damaged, then delete it.” - P505.

Limiting purposes for which bystanders’ data is collected, used,
or shared is another approach mentioned by 3% of participants. For
example, participants were willing to share only if the bystanders’
data was required for an important reason, such as ensuring safety,
preventing crime, assisting in criminal investigations, and in case
of emergencies. Some (2%) wanted to limit when bystanders’ data

is collected, e.g., to avoid the times when the bystanders are not
working (in the domestic work Situation), or only collect during
certain hours of the day: “Maybe something that is audio [recording]
only from like midnight to 6am or something like that?” - P504.

Finally, 7% of participants wanted to limit the locations where the
devices are placed, for example, choosing only common spaces and
avoiding private spaces like bathrooms and bedrooms, avoiding
any indoor locations at all, or limiting the locations to owner’s
own rooms, avoiding common areas. Interestingly, while limiting
locations seems largely a moot point for smart locks, location was
mentioned similarly infrequently for speakers, and both speakers
and locks were both disproportionately less likely than smart cam-
eras to prompt location limitations (15% vs. 3% and 2%, 𝑝 < 0.0001).

We described above how participants suggested exceptions for
certain limitations, for example, to always allow access to the data
for the device owner or in case of emergency. Other exceptions
(mentioned only by participants in the device owner Role) included
specifying that bystanders could be provided with transparency
(e.g. disclosure or ability to view data) but not any active controls
(e.g. deleting data or configuring settings) (1%), and specifying that
bystanders could have access to or management rights over their
own data but not the device owner’s data (0.5%). In general, ex-
ceptions regarding bystanders’ privacy controls were mentioned
by participants in the device owner Role more often than by par-
ticipants in the bystander Role (10% vs. 3%, 𝑝 = 0.0002), which
indicates a recognition of power imbalance, and a device owner’s
greater desire for ultimate control over data practices.

Meanwhile, 4% of participants, predominantly among those in
the device owner Role (7% vs. 2%, 𝑝 = 0.0026, said they would like
bystanders and device owners to have equal privacy control, and
1% mentioned that their decision about the appropriate level of
privacy controls would depend on the relationship and level of trust
between the bystander and device owner or other data recipients.

In addition to privacy controls, several participants mentioned
a desire for data security (2%), including encryption of bystanders’
data (0.3%) or strong passwords for their smart home accounts (0.3%).

Some of the suggested privacy “controls” were not controls on the
device at all, nor even suggestions about the owner’s behavior, but
rather required the bystanders themselves to change their behavior.
For example, a bystander might prevent data collection by simply
avoiding using the device or interacting with it (mentioned by 3% of
participants). Sometimes not using a device like a smart camera is
only possible by not entering a home that has one at all: “I would not
stay in a residence that had a smart device that collects data about the
people in the home. Absolutely not.” - P269. A less common strategy
for avoiding data collection is to change behavior when one is near
a device (0.8%), for example avoiding sensitive conversations.

5 Discussion and Future Work
In this section, we discuss implications of our findings; recommen-
dations for software teams and policy makers; and directions for
future work. We note that, while the possibility for transparency
and control should be conditions of smart home data sharing (re-
flecting transmission principles in CI terms), privacy-respecting
design and policy require attention to broader aspects of context to
reflect privacy norms held by both owners and bystanders.
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5.1 Power Dynamics in Smart Homes
Our descriptive (§4.2.1) and qualitative analyses (§4.2.3) showed that
participants playing the Role of device owners tended to have less
privacy-protective views on handling of bystanders’ data than those
playing a bystander Role. For instance, they more often viewed
as acceptable storing bystanders’ data for longer periods of time,
providing no bystander privacy controls at all, or restricting such
controls. Such misalignment is problematic given that device own-
ers have primary control over data flows—and participants in the
owner Role were also less likely to suggest strong controls for by-
standers. Device owners making decisions about bystanders’ data
without consulting them would likely choose less restrictive pri-
vacy settings (e.g. longer data retention) and feel more comfortable
accessing or sharing bystanders’ data. The misalignment could also
exacerbate existing unbalanced power dynamics. Prior work on
Contextual Integrity acknowledges the importance of such implica-
tions in evaluating data practices, e.g. in the CI decision heuristic’s
reference to moral and political factors such as effects on power
structures and power relations [69, 92].

On the other hand, although when various factors were taken
into consideration in regression analysis, differences between Roles
were not statistically significant (§4.2.2), heatmaps of Likert scale
responses (§4.2.1) reveal that there are cases where participants in
a bystander Role found it acceptable to share their data, e.g. for
enforcing house rules, troubleshooting, ensuring safety or investi-
gating a crime, especially in the Situations involving being in other
people’s houses, whereas participants in a device owner Role did
not always find it acceptable. This may also reflect the impact of
power dynamics, where bystanders are dependent on the hosts’
hospitality or generosity, and may feel obliged to accept sharing
of their data as part of a financial arrangement. Prior qualitative
work has also found the tendency of domestic workers to priori-
tize employers’ interests over personal privacy concerns [11, 26].
Short-term rental guests may feel they don’t have much choice
about accepting hosts’ devices [78, 125]—but hosts, in their turn,
have financial incentives to provide a comfortable experience [96].

Future research can further tease out how power dynamics in-
teract with the formation and collective acceptance—or imbalanced
acceptance—of bystander privacy norms [see 98]. Future work
should also explore ways to reduce the impact of power dynam-
ics between device owners and bystanders in negotiating privacy
practices and configuring settings of smart home devices.

5.2 Recommendations for Future Research
Our work contributes empirical evidence about bystanders as
smart home data subjects and compares privacy judgments across
a variety of contextual factors. Interactions between factors reveal
some additional nuances (see §4.2.2). These findings demonstrate
the value of paying attention not only to contextual factors in
isolation, but also to their complex interplay.

However, the fact that differences in privacy judgments by Sit-
uations and Transparency levels were not statistically significant,
except some interaction effects, suggests that norms about infor-
mation sharing are relatively consistent across various types of
relationships between bystanders and device owners, and regard-
less of whether sharing is disclosed or in how much detail. This

presents an interesting contrast with prior work. For example, Cobb
et al. [36] found significant differences by situation/relationship in
dislike vs. appreciation for devices; however, they did not compare
the impact of different factors on privacy views specifically. Most
similar to our study, Chiang et al. [32] found that relationship be-
tween bystander and owner, and to a lesser degree device and data
type, affected how consent processes impacted participants’ views
on acceptability of data collection (though they did not test the in-
terplay of factors as in our full factorial vignette design; see §2.2.5).
Further study is needed to determine whether the difference was
driven by the dominant effects of data recipients and purposes in
our study (which were not analyzed by Chiang et al. [32]), whether
aspects of disclosure and consent are less important in determin-
ing acceptability of data sharing than of collection, or some other
factors. Interestingly, although on average our participants in the
bystander Role showed lower acceptance of data flows than those
in the device owner Role, the differences were not statistically sig-
nificant. The qualitative responses about controls were also largely
similar between the Roles, with differences being mainly a matter
of prevalence rather than kind. Thus, our findings suggest relative
alignment of privacy norms about sharing of bystander data be-
tween bystanders and device owners. This finding contrasts with
those of Alshehri et al. [15, 16], Thakkar et al. [117], and Mare
et al. [78], who found more discrepancies between the views of
bystanders and device owners, or participants playing those roles.
In Zhou et al.’s [135] experiment with a prototype negotiation aid,
participants assigned to owner vs. bystander roles often started
with divergent views—but both roles were often flexible and willing
to compromise. None of these studies compared the impact of role
with other contextual factors on the aspects they studied, and it
may be that (as in our study) a detailed quantitative analysis might
show any differences to be less significant than other variables.
However, the contrast is intriguing, and future work is called to fur-
ther investigate the interplay of (potentially) divergent preferences
and expectations with (potentially) more unified sharing norms in
the shaping of negotiation behaviors with regard to bystander data,
and how each aspect interacts with other contextual parameters.

In the cases noted above, the varied studies used similar enough
values for the contextual parameters that we can draw comparisons.
However, the values were not identical even for those cases, and
in many other cases, the values tested were quite different (not
just in phrasing but in intent). This makes it difficult to directly
compare their coefficients of impact. Future work may conduct
a meta-analysis and propose a mapping of parameter values for
comparing insights across different smart home privacy studies.

5.3 Practical Recommendations for Smart
Home Product Teams and Practitioners

Current privacy mechanisms in smart home devices are geared to-
wards primary users, and do not take into consideration bystanders’
privacy perspective and concerns. To address this gap, it is impor-
tant for software teams to engage in user research with secondary
users (who do not have the same access/control as primary users)
and other bystanders (e.g. domestic workers or visitors), to assess
privacy implications for broader groups of impacted stakeholders.
However, the fact that participants’ privacy views and preferred
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privacy controls did not differ much between the Situations we
explored, modulo a few nuanced interactions, suggests that these
situations do not require entirely different bystander privacy solu-
tions. Rather, they require solutions to be flexible enough to account
for some nuances. The mechanisms we suggest below are therefore
mostly applicable to any bystander situation/relationship to the
owner, but we note some cases where specific measures might make
the mechanisms accessible to bystanders in a particular situation,
or more likely to be used in that situation.

5.3.1 Disclosure and Transparency for Bystanders. Currently,
smart home consent and transparency mechanisms (such as privacy
policies or data safety labels in companion apps) rely on directly
interacting with the devices or their companion apps. Thus, trans-
parency mechanisms available to bystanders are limited to device
feedback (e.g. LED indicators and sounds). However, only a few of
our participants mentioned device feedback as a desired bystander
privacy control (see §4.2.3)—possibly because it doesn’t actually
allow control per se. Moreover, prior work has shown that people
often misunderstand the meaning of device feedback [e.g. 7, 38].

Prior to making decisions about specific controls, our partici-
pants pointed out that bystanders need to know that the device is
present; where it is located; what data it collects, uses, or shares;
how long and where data is stored; and whether bystanders can
have any control over it (e.g. to request deletion). Disclosure of these
specifics is therefore a critical step in granting bystanders control
over their data, as suggested by prior work [e.g. 26, 31, 32, 36, 86].
However, ensuring transparency should not be viewed as the sole
responsibility or legal obligation of device owners, as they are “am-
ateur controllers” [60, 112, 121] and may lack knowledge about
smart home data flows themselves. Manufacturers should lead in
making such information available and clear for bystanders, rather
than making it the de facto responsibility of device owners. For ex-
ample, smart home devices could have a QR code bystanders could
scan to access disclosures, ideally in a concise, standardized for-
mat like a privacy “nutrition label” [see 30, 44, 49, 79–81]. It would
be especially helpful to outline data practices and protections for
bystanders’ data, including any control mechanisms they can use.

Free access to information about data practices could help miti-
gate information asymmetry [6, 24, 35] between device owners and
bystanders, which can be exacerbated in relationships with uneven
power dynamics. Manufacturers could encourage device owners to
have a printed version of privacy nutrition labels on hand, in case
bystanders don’t have a smartphone, don’t know how to scan a QR
code, or can’t reach it. However, as printed disclosures would need
to be regularly updated, they might be most useful in situations
that already involve document exchange (e.g. rental agreements,
domestic work contracts).

Prior work has also suggested developing capabilities for smart
speakers (called Skills) to directly answer questions about the de-
vice’s data practices [70, 86, 113, 117, 130]. Meng et al. [86] recom-
mended leveraging existing social norms for introducing humans
(e.g. the owner introduces the device by name, and it gives a quick
overview of its capabilities, including mute modes). We suggest this
approach can be further extended, offering a brief overview of its
data practices and asking for guests’ consent to collect data.

Other entities (such as short-term rental companies, domestic
work agencies, professional associations, etc.) can help facilitate dis-
closures and provide guidelines; such guidelines are currently rare
exceptions rather than industry standards [96]. For example, Airbnb
provides guidance to its users, including requiring disclosure of
cameras [8, 9]—but hosts are not required (only encouraged), to dis-
close other devices like smart speakers and smart thermostats [9].
However, our study suggests that guests would appreciate disclo-
sure of smart speakers. Moreover, Airbnb policies do not require
disclosing specific data practices [8]; greater transparency in that
regard could further improve Airbnb’s (and other platforms’) efforts
to resolve privacy tensions between guests and hosts.

5.3.2 Opt-Outs and Settings for Bystanders. While disclosures
provide transparency, they don’t provide control over data flows.
Currently, bystanders’ controls are typically limited to physical
controls (e.g. mute or on/off buttons, or simply unplugging the
device [36]). While the ability to opt out of data collection was
the second most frequently desired privacy control, such binary
opt-out strategies may compromise the utility of the device, thereby
depriving bystanders (and in some cases primary users) of potential
benefits [16, 36, 79, 118, 125]. Thus, participants suggested more
nuanced ways for bystanders to view and control data flows, such
as dashboards, privacy settings, or guest accounts/profiles. While
guest profiles [e.g. 52, 97, 128, 132] could be more useful for fre-
quent visitors (like family members, domestic workers), physical
dashboards [e.g. 39, 46, 117, 128] would be more convenient for
incidental users and temporary visitors. As our participants empha-
sized, such mechanisms should allow managing bystanders’ data
only, without giving bystanders control of owners’ data.

5.3.3 Other Bystander Privacy Features. The usability flaws
of existing transparency and control mechanisms for primary users
are well-documented, as is the problem of privacy decision fatigue
[e.g., 99, 120] [overviews in 5, 14]. New disclosures, consent mech-
anisms, and controls for both bystanders and primary users should
be designed around usability principles [4, 37, 101, 102], and tested
for usability [56]. But at the same time, smart home devices should
also incorporate designs that provide bystander privacy by default
[overview in 100].

Our participants suggested features for limiting data collection
(e.g. not capturing private conversations, setting windows of time
when collection is permitted) and obfuscating bystanders’ voices
and faces. Machine learning techniques can distinguish primary
users from bystanders to facilitate such protections, even without
bystanders having direct access to the system [see 11, 36, 70, 78,
115, 130]. Current implementations include voice profiles for smart
speakers [17, 53], where the device “ignores” voices not linked to a
profile. However, such features are less common in other devices,
such as smart cameras, and represent a gap in available controls.
Proposed frameworks that can infer contextual parameters and im-
plement access permissions appropriate for the particular situation
[e.g. 103] merit exploration as well [overview: 59]. However, as
noted in prior research [e.g. 11, 36, 114, 115, 118], while addressing
one type of privacy risk, adding recognition features may introduce
new ones, for both bystanders and primary users. Therefore, future
work should carefully assess privacy risks of any such systems.
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Our participants preferred shorter data retention periods, espe-
cially those in the bystander Role. To facilitate timely deletion of
guests’ data, Mare et al. [78] suggest that Airbnb or other short-term
rental platforms could develop an integration with the smart home
devices’ platforms, to allow hosts to set up and revoke device access.
We note that such an API could also allow automatic purging of
guests’ information, for example after allowing a week for hosts to
notice any rental policy violation, as suggested by our participants.
In general, smart home interfaces could nudge owners to select
short retention periods for the sake of bystanders.

Our participants also found the use of logs / history of interac-
tions more acceptable than audio or video recordings. This suggests
that device manufacturers should consider storing and using logs
and history of interactions instead of audio and video recordings
for delivering services whenever possible, to better meet privacy
norms. We suggest using principles of data minimization and least
privilege [e.g. 11, 78, 118] to limit storage (e.g. to only logs) and
limit access to only specific data points about bystanders that are
required to fulfill a particular goal, e.g. only sharing noise levels
with the house owner to enforce house rules.

5.3.4 SupportingNegotiation andPrivacy-PreservingNorms.
Many of our participants mentioned that their preferred privacy
protections would depend on the relationships and levels of trust
between bystanders and device owners. To translate our findings
about bystander privacy norms into practice, manufacturers could
design interventions that scaffold privacy-preserving norms for
secondary users’ and bystanders’ data (as suggested by Zeng and
Roesner [132]). For instance, they could incorporate discussion
guides about data practices in the device set-up interface [see 26],
or nudge owners to consider privacy implications for bystanders
and discuss it with them [see 3, 97, 107], or ask whether they have
bystanders’ explicit consent to view data about them [see 114, 132].

A few participants were interested in negotiation about privacy
controls. Prior work has explored negotiation between bystanders
and device owners [16, 36, 130, 135], including in Airbnb [96, 125]
and domestic work situations [3, 12], and proposed tools to aid such
discussions [15, 82, 135]. Wang et al. [125] found that Airbnb guests
preferred to negotiate privacy with hosts directly during booking,
and suggested that explicit support for such negotiation be inte-
grated into platforms. As we noted in §5.2, the relative alignment of
acceptability judgments between bystander and owner Roles in our
study suggests that supported negotiations could be successful at
reaching agreement, and are unlikely to instigate serious conflicts.

5.4 Policy Recommendations
Currently, privacy laws largely focus on protecting rights of pri-
mary users, and provide no practical ways for bystanders to exercise
their privacy rights. There is a need to regulate the use and pri-
vacy protection of bystanders’ data as well. Understanding social
norms regarding flows of bystanders’ data collected in smart homes
supports development of laws and regulations aligned with both de-
vice owners’ and bystanders’ privacy expectations and norms (see
§4.2.1). In particular, our participants found sharing of bystander
data with government entities (including law enforcement) some-
what acceptable only for investigating crimes, and, in some cases,
for ensuring safety. Therefore, policymakers need to better define

legal conditions for obtaining smart home bystanders’ data and
boundaries on using it in legal cases, and update users’ expectations
about those boundaries through public communications.

Current consent mechanisms do not require device owners or de-
vice/service providers to obtain bystanders’ consent. Policymakers
should develop and enforce requirements for consent mechanisms
that would allow bystanders (and not just owners) to provide in-
formed consent in a variety of smart home situations. Extending
transparency and disclosure standards to bystanders will necessi-
tate examination of how implementation and stringent enforcement
of standards for primary user vs. bystander privacy might differ,
along with additional usability considerations. For example, poli-
cymakers should require manufacturers to provide clear, concise,
and comprehensive privacy information that can be accessed by by-
standers directly (e.g. via QR codes or on the product website), and
disseminated by other entities (such as lodging rental companies,
domestic work agencies, professional associations, etc.). Providing
details such as those discussed in §5.3.1 can effectively empower
bystanders’ active control over their data and mitigate the pro-
nounced information asymmetry and unbalanced power dynamics
that currently exists between device owners and bystanders.

While transparency about data flows is the first step in informing
privacy expectations and formation of privacy norms, policymak-
ers and policy analysts working in smart home companies can
use our findings for broader alignment of privacy regulations and
policies with privacy norms about bystanders’ data, beyond notice-
and-consent. For instance, work like ours can provide a basis for
operationalizing the notion of reasonable expectations of privacy,
which is implicitly or explicitly incorporated in major European and
U.S. privacy laws like GDPR [47] and CCPA [95]. Our insights about
acceptability of Purposes and Recipients (and interaction effects
between the two) can inform policymakers about expectations and
norms regarding “legitimate interests” (GDPR, Art. 6(1)(f) and Art.
13) in using bystanders’ data, and “legitimate purposes” that are “ad-
equate and relevant” (GDPR, Art. 5), “reasonably expected” (CCPA,
1798.121), and “compatible with the context” (CCPA, 1798.100) in
which IoT companies process bystanders’ data, “taking into consid-
eration the reasonable expectations of data subjects based on their
relationship with the controller” (GDPR Recital 47).

6 Conclusion
Using Contextual Integrity theory, our study with 761 US partici-
pants examined variation in privacy judgments about bystanders’
data in different smart home contexts, including situations like do-
mestic work, shared housing, overnight stays, and Airbnb scenarios.
Our findings reveal that the recipients and purposes of data sharing
have the greatest impact on acceptance of bystander data flows.
Participants were generally more comfortable with sharing interac-
tion logs than audio or video data, and data from smart speakers
was deemed less acceptable to share compared to data from smart
cameras or smart door locks. Additionally, we observed nuanced
interactions between recipients, purposes, and situations, and some
notable differences between the privacy protections most preferred
by participants in bystander vs. owner roles. Based on these in-
sights, we recommend smart home privacy protections be designed
with greater consideration for the privacy needs of bystanders.
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A Participant instructions
Below is the text of the instructions we showed to the participants
after they clicked on the survey link in Prolific..

Welcome to the survey about smart homes. To make sure we’re
on the same page, let us clarify what we mean by that. A smart
home refers to a home setup where appliances and devices can
be automatically and remotely controlled using a mobile or other
networked device, and interconnected through the internet connec-
tion.

In this survey we will ask you to imagine different situations
involving smart home devices and ask your opinions about them.
Most of those questions will be about your personal opinions, there
are no right or wrong answers; we really just want to learn what
you think. Although some of the information or scenarios in the
survey will be hypothetical, please try to answer as close as you
can to what your honest response in real life would have been.

After these instructions we obtained participants’ consent and asked
them to solve a recaptcha for data quality assurance. Then we showed
the device description (see Appx. B) and vignettes, and asked about
the acceptability of the data flows in the vignettes, as described in
§3.1. Finally, we asked them the exit survey questions (see Appx. C).

B Device descriptions
Descriptions of the devices that we showed to the participants:

Smart cameras are one example of smart home devices. They
are vision systems with built-in sensors to capture images and/or
audio. Smart cameras can analyze certain types of information in
the images (for example, detect movement or recognize the identity
of a visitor by face), and make decisions (for example, sending
notifications to the user or a security service, or storing a recording).

Examples of smart cameras include: Ring (Amazon), Nest (Google),
Cync, Arlo, Wyze, etc.

Smart speakers (also called voice assistants) are one example
of smart home devices. They are internet-enabled speakers that are
controlled by spoken commands. Smart speakers can stream songs
and other audio content, relay information, and communicate with
other devices.

Examples of smart speakers include: EchoAlexa (Amazon), Home
Assistant (Google), HomePod with built-in Siri (Apple), Bixby (Sam-
sung), Cortana (Microsoft), etc..

Smart door locks are one example of smart home devices. They
are locks that open for an authorized user without a physical key,
for example using a keypad, or wireless signal. Smart locks are

connected to the Internet and can be operated remotely and keep
track of when people use the door. For the purposes of this survey,
we focus on smart locks that are not integrated with a camera.

Examples of smart locks include: Yale, Schlage, Kwikset, August,
etc.

C Exit survey instrument
Q [factor importance ranking]When youwere decidingwhether
the data sharing was acceptable, how important or unimportant
were the following factors (presented in random order):

• What data is being shared
• With whom the data is shared
• For what purposes the data is shared
• Whether the device’s presence is disclosed
• Whether the specifics of data collection, use, sharing, and
storage are disclosed

• How long the data is stored
• Whose data is shared
• Whether the collected data contains information about chil-
dren

• Who (or what) shares the data (e.g. device owner, device
itself, company that made the device, etc.)

• Where the device is located (e.g. private vs. common areas)
• What device collected the data
• What is my relationship with the personwhose data is shared
• Other factors—please specify (choose ’Very unimportant’ if
there are no other factors you want to mention)

(Response options: 5-point Likert scale from “Very unimportant” to
“Very important”.)

Q [acceptance of data senders] How acceptable would it be
if the following entities shared the [BYSTANDER’s ROLE] data
(presented in random order):

• The device itself
• The company that made the device
• [DEVICE OWNER’s ROLE]
• [BYSTANDER’s ROLE]
• Other entity—please specify (choose ’Completely unaccept-
able’ if there are no other entities you want to mention)

(Response options: 5-point Likert scale from “Completely unaccept-
able” to “Completely acceptable”.)

Q [acceptance of data retention policies] How acceptable
would it be if [BYSTANDER’s ROLE]’s data was:

• Not saved/stored at any point
• Deleted immediately after the purpose of use is achieved
• Deleted after 1 month
• Kept until [BYSTANDER’s ROLE] requested to delete it
• Kept indefinitely

(Response options: 5-point Likert scale from “Completely unac-
ceptable” to “Completely acceptable”. Retention policy options were
presented in random order.)

Q [smart device experiences] From the list below, please se-
lect if you have encountered any of these smart internet-connected
devices (presented in random order) in your home, other people’s

122

https://arxiv.org/abs/2210.12232


Who Cares? Contextual Privacy Judgments from Owner and Bystander Perspectives Proceedings on Privacy Enhancing Technologies 2025(3)

homes, or at work, or if you haven’t encountered that device.
Choose ALL that apply.

• Smart cameras (security camera, doorbell camera, nanny
cam, smart baby monitor)

• Smart speakers/audio system (e.g., Amazon Echo, Google
Home, Sonos One, Apple HomePod)

• Smart locks
• Smart home appliances (for lighting, controlling temperature,
cooking, cleaning, taking care of the lawn/garden/pool, etc.)

• Wellness trackers (e.g. fitness trackers, sleep monitoring de-
vice)

• Gaming console (e.g., PlayStation, Xbox, etc.)
• Smart security & safety systems (smart garage door, leak de-
tector, security/alarm system, smart smoke/carbonmonoxide
detector)

• Smart-device hub/controller (e.g., SmartThings Home Hub,
Wink)

• Audio-only smart systems (audio-only baby monitor, audio-
only security monitoring system)

• Smart displays (Amazon Echo Show, Meta Portal)
• Smart entertainment devices (smart TV, smart children’s
toys, streaming device like Chromecast)

• Other (please specify)

Q [comfort interacting with smart devices] In general, how
comfortable are you with interacting with smart internet-connected
devices?
(Response options: 5-point Likert scale from “Very uncomfortable”
to “Very comfortable”.)

Q [tech experience]Do you have education or work experience
in any of the technical fields (such as Computer Science, Software
Engineering, App Development, etc.)?
(Response options: Yes, No.)

Q [desired controls] As a [BYSTANDER’S ROLE], what kind
of privacy control would you like to have over a [DEVICE]? / As a
[DEVICE OWNER’S ROLE], what kind of privacy control would
you like your [BYSTANDER’S ROLE] to have over a [DEVICE]?
(Free-form response.)

Q [participants’ own privacy attitudes; IUIPC scale [55, 74];
calculated as the mean values for each participant] Please,
indicate how much you agree or disagree with the following state-
ments:

(1) Consumer online privacy is really a matter of consumers’
right to exercise control and autonomy over decisions about
how their information is collected, used, and shared.

(2) Consumer control of personal information lies at the heart
of consumer privacy.

(3) I believe that online privacy is invaded when control is lost
or unwillingly reduced as a result of a marketing transaction.

(4) Companies seeking information online should disclose the
way the data are collected, processed, and used.

(5) A good consumer online privacy policy should have a clear
and conspicuous disclosure.

(6) It is very important tome that I am aware and knowledgeable
about how my personal information will be used.

(7) It usually bothers me when online companies ask me for
personal information.

(8) When online companies ask me for personal information, I
sometimes think twice before providing it.

(9) It bothers me to give personal information to so many online
companies.

(10) I’m concerned that online companies are collecting too much
personal information about me.

(Response options: 5-point Likert scale from“Strongly disagree” to
“Strongly agree”.)

Q [attitudes toward the privacy of others; VOPP scale [57];
calculated as the mean values for each participant] You will
see several statements concerning other people’s privacy. Privacy
means not disclosing information without consent of the involved
persons. Please indicate how strongly you disagree or agree with
these statements. There is no right or wrong answer. Please answer
as honestly and accurately as possible.

(1) I respect other people’s privacy without exception.
(2) I value other people’s privacy more than most other people

do.
(3) It is important for me to protect other people’s privacy even

when it is difficult to do so.
(4) Other people’s privacy is valuable to me.
(5) When posting a photo with my friends online, it is important

to ask for their permission first.
(6) It is important to keep myself from looking at other people’s

screen notifications.
(7) It is okay to listen to conversations of strangers in public

places. (r)
(8) It is important to protect other people’s privacy even if I

need to invest time and efforts to do it.
(9) It is important to protect other people’s privacy even if it

ruins the fun for me.
(10) It is okay to screenshot conversations from private chats and

show them to others. (r)
(11) It is okay to share other’s contact information (such as phone

number, email) on request, even when I’m not obliged to. (r)
(12) When sharing pictures of tourist attractions, it is important

to ensure that nobody can be clearly identified.
(13) It is important to ask for consent before recording someone

speaking.
(Response options: 5-point Likert scale from“Strongly disagree” to
“Strongly agree”. Scale items marked with (r) are reverse-coded.)

Q [experience with prior privacy/security violations] Have
you ever experienced an information privacy or security viola-
tion/incident?
(Response options: Yes, No.)

(If answered Yes in the previous question.)
Q [timing of violation]When did the most recent information
privacy or security violation/incident happen?
(Response options: Less than a month ago, 1-6 months ago, 6-12
months ago, More than a year ago.)

Q [experiences in role/situation] Have you ever been in any
of the following roles? Choose ALL that apply.
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• Guest in a smart home you rented on a short-term rental
platform (such as Airbnb, VRBO, etc.)

• Host of a smart home you rented out on a short-term rental
platform (such as Airbnb, VRBO, etc.)

• Housemate in a shared rental smart home
• Domestic worker in a smart home
• Employer of a domestic worker in your smart home
• Overnight guest in a friend’s smart home
• Host of a friend visiting your smart home overnight
• None of the above

Q [comments] Do you have any comments about the study?
(Free-form response.)

Moreover, the following attention checks were randomly inserted
in the survey:
Q [attention check question 1] When you answer this question,
could you please select never as a response option? (Never, Rarely,
Sometimes, Often, Always)

Q [attention check question 2] After reading the descrip-
tion of this question, please choose neutral as your answer? (Very
unlikely, Unlikely, Neutral, Likely, Very likely)

D Participants

Table 2: Summary of participants’ demographics, back-
ground, and experiences.

N %
Gender
Men 373 49.0
Women 369 48.5
Non-binary 16 2.1
Prefer not to say 3 0.4

Race or ethnicity
White 565 74.2
Black 63 8.3
Asian 52 6.8
Mixed 52 6.8
Other 29 3.8

Highest level of education completed
No formal qualifications 3 0.4
Secondary education 16 2.1
High school diploma 169 22.2
Technical/community college 125 16.4
Undergraduate degree 316 41.5
Graduate degree 112 14.7
Doctorate degree 18 2.4
Don’t know / N/A / Unavailable 2 0.3

Student status
No 649 85.5
Yes 109 14.5

Employment
Full-time 550 72.3
Part-time 194 25.6
Unemployed (and job seeking) 8 1.1
Not in paid work 3 0.4
Other 5 0.7

Real-life experience in the Situations
Housemate in a shared rental smart home 64 8.4
Overnight guest in a friend’s smart home 305 40.1
Hosting a friend overnight in a smart home 154 20.2
Guest in a short-term rental smart home 230 30.2
Host of a short-term rental smart home 22 2.9
Employer of domestic worker in smart home 25 3.3
Domestic worker in smart home 47 6.2
None of the above 322 42.3

Total number of participants 761
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E Results of qualitative analysis

Table 3: Codebook of open-ended responses about the desired privacy controls for bystanders’ data.

Code Description Example quote
Privacy controls
None Do not provide bystanders with any controls. “Since it isn’t my home, I’d be okay with not hav-

ing any privacy controls over the smart lock. I’d
be content to leave the matter to the owner.” - P67

Feedback Provide bystanders with the device feedback that it’s
on or recording (e.g. via lights or sounds).

“A light indicating when the device is listening
and collecting data.” - P287

Disclosure Provide transparency (e.g. via notice, disclosures, ex-
planations) about data collection, sharing, use, storage,
and retention.

“Disclosure of the lock itself, what it does, what
info it collects, etc should all be given to the guest.”
- P13

Consent Obtain bystanders’ consent or permission for data col-
lection, sharing, use, and storage prior to data collec-
tion/sharing.

“If they captured and recordedmewithout consent
I would find that creepy.” - P217

Opt-out Avoid collecting data in the first place, or allow by-
standers to opt out of tracking, turn off the device, mute,
physically remove or cover it, or avoid setting up voice
profiles for devices activated with voice commands to
avoid recognizing and recording their voices.

“The ability to toggle it off entirely throughout
the home, with a single switch. That switch ought
to be very obviously located.’’ - P214

Not Internet-connected Do not connect the smart home device to the Internet
(e.g. process data locally, do not send it off to the cloud).

“Maybe disconnect from WiFi.” - P130

Analog only Use an analog device that doesn’t generate or collect
data.

“I would like a regular bolt lock and something I
feel more in control of.” - P4

Avoid usage Avoid using or interacting with the smart device. “If I knew such a device was in use, I would not
rent there.” - P562; “I’d like them to be able to
choose not to use it.” - P66

Change behaviour Modify behaviour when device is recording (e.g. avoid
having sensitive conversations).

“I just want to know it’s there, so I can be aware
of what I say or do around it.” - P270

Discussion Discuss the potential privacy controls, or negotiate the
appropriate configuration of the settings with the by-
standers, in order to reach an agreement that both the
device owners and bystanders are comfortable with.

“I would like to have gone over everything before
setting it up so we could agree on parameters. I
think if we are housemates who are equal, we
should both have a say.” - P611

View data Let bystanders viewwhat data about them is is collected,
stored, and shared. One (but not only) way of realizing
it is to provide dashboard for bystanders, guest mode, or
let them request a copy and export the data for offline
review.

“I would like my worker to be able to review video
and audio of themselves upon request.” - P483

Limit data Let bystanders have control over what specific data is
collected or shared.

“Being able to choose what info gets shared and
what doesn’t get shared.” - P15

Limit storage Let bystanders control for how long the data is stored,
and after that time elapsed automatically delete.

“There should be storage for 30 days and auto
deleted.” - P101; “They can listen but not record
me.” - P434

User deleting Allow bystanders to delete their data. “To be able to access the saved footage and delete
if wanted.” - P512.

Limit access Let bystanders control who has access, especially
whether any third parties can have access to it.

“Be able to choose or not to choose if whether third
parties can get access to info.” - P42; “Being able
to choose who can access the data.” - P92

Limit purpose Let bystanders control for what purposes their data is
collected, used, or shared.

“I would like to limit it to the safety of the people
in house, and troubleshooting.” - P41

Limit when Limit the time frame when the data is collected (e.g.
during business hours, on weekends, etc.).

“That it can be turned off when they’re not work-
ing or are doing something private.” - P80

Continued on next page
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Table3 – continued from previous page
Code Description Example quote
Limit location Limit what spaces the devices are located in (e.g. only

in common spaces, only in device owner’s own room,
not in private spaces like bathrooms and bedrooms, or
not in any indoor locations altogether).

“I wouldn’t want it to be in any bedroom or bath-
room.” - P133

Obfuscation Modify the data, e.g. to blur faces, change voices. “Facial blurring and voice distorting.” - P514;
“Perhaps they could have an option for blurring
their appearance in the footage aside from their
name or data associated with the blurred appear-
ance.” - P522

Security controls
Encryption Encrypt the data. “I would like to know ... is our data encrypted.” -

P157
Passwords Have a strong, unique password for the account. “Ensure all account and device passwords are

strong and unique.” - P470
Security General mentioning of the security controls without

specifics of how data should be secured, protected or
how anonymity should be preserved.

“Being able to keep sensitive private information
secured.” - P129

Other themes
Exceptions for control Desire to have/provide transparency, but not active con-

trol.
“I would not give control over to the domestic
worker. But I would explain thoroughly every de-
tail of the security camera in the home so that
they are aware of their presence and what infor-
mation is collected and shared.” - P644; “I think
he should have access to the content, but he should
not be able to alter or delete content.” - P499

Exceptions for purposes Desire to provide/have transparency or controls, but
not in case of very important purposes like safety, crime
activities/investigations, or emergency.

“Nearly full control, with the exception of any
sort of safety issues, damage or crimes.” - P143

Exceptions for access Desire to provide/have transparency or controls, but be
able to have the final say or access as the owner.

“I’d like to have control over who shares my data,
how my data is shared, and what data is shared
with anyone other than my direct employer. I’d
like to have control if my employer wants to share
my data with 3rd parties, for instance requiring
my permission.” - P27

Exceptions for the owner Desire to provide/have transparency or controls over
bystanders’ data, but not over device owner’s data.

“I would like them to have the option to delete
their data automatically after 30 days, but I
wouldn’t want them to have access to my records
or usage.” - P11

Equal control Provide bystanders with the same controls as the pri-
mary users.

“With Adrian as a housemate privacy control
needs to be decided by everyone in the house and
should be equally allocated.” - P2

Trust Privacy controls depend on the level of trust between
the bystander and device owner or other data recipients.

“It really depends on how comfortable I was with
the friend. I like like access to logs and see how
they are shared.” - P313

Invalid Responses that we think are generated using AI or
copied from the Internet.

Unclear Unclear what controls are suggested. General mention-
ing of controls for bystanders’ data, without specifics.

End of Table
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Table 4: Summary of code occurrence counts for the open-ended responses about desired controls for bystanders’ data.
Percentages are calculated using the total N for the relevant column (see bottom row). “Sig.” indicates what pairs of parameters
(denoted by ∼) are significantly different based on the Bonferroni-adjusted 𝑝 values from the Chi-square or Fisher’s exact tests.
Symbols: � = smart door lock, 4 = smart camera, ? = smart speaker; Ñ = housemates, G = Airbnb, { = Domestic work, © =
Friends.

Code Total Bystand. Owner Sig. Lock Speaker Camera Sig. House. Friends Airbnb Work Sig.
Disclosure 160

(21.14%)
94
(22.93%)

66
(18.80%)

34
(17.80%)

44
(15.38%)

82
(28.87%)

? ∼4 38
(20.11%)

36
(18.95%)

50
(25.51%)

36
(19.57%)

Opt-out 130
(17.17%)

85
(20.73%)

45
(12.89%)

14
(7.33%)

67
(23.51%)

49
(17.25%)

� ∼4 35
(18.42%)

37
(19.68%)

38
(19.39%)

20
(10.87%)

Unclear 113
(14.93%)

50
(12.25%)

63
(17.95%)

36
(18.85%)

44
(15.44%)

33
(11.62%)

29
(15.34%)

23
(12.23%)

28
(14.29%)

33
(17.84%)

Limit data 100
(13.21%)

61
(14.95%)

39
(11.17%)

18
(9.57%)

61
(21.4%)

21
(7.39%)

4 ∼ ?
� ∼ ?

28
(14.81%)

21
(11.17%)

28
(14.29%)

23
(12.50%)

Limit access 97
(12.81%)

60
(14.71%)

37
(10.60%)

35
(18.62%)

30
(10.53%)

32
(11.27%)

27
(14.29%)

22
(11.70%)

27
(13.78%)

21
(11.41%)

None 68
(8.98%)

25
(6.13%)

43
(12.32%)

Yes 25
(13.3%)

21
(7.37%)

22
(7.75%)

13
(6.88%)

21
(11.17%)

16
(8.16%)

18
(9.78%)

Limit storage 66
(8.72%)

38
(9.31%)

28
(8.02%)

17
(9.04%)

26
(9.12%)

23
(8.10%)

16
(8.47%)

19
(10.11%)

16
(8.16%)

15
(8.15%)

Limit location 54
(7.13%)

33
(8.05%)

21
(6.02%)

4
(2.09%)

7
(2.46%)

43
(15.14%)

� ∼ 4
? ∼4

11
(5.79%)

13
(6.91%)

16
(8.16%)

14
(7.61%)

View data 53
(7.00%)

23
(5.64%)

30
(8.60%)

15
(7.98%)

10
(3.51%)

28
(9.86%)

15
(7.94%)

13
(6.91%)

14
(7.14%)

11
(5.98%)

User deleting 47
(6.21%)

20
(4.90%)

27
(7.74%)

11
(5.85%)

15
(5.26%)

21
(7.39%)

8
(4.23%)

15
(7.98%)

13
(6.63%)

11
(5.98%)

Exceptions 47
(6.21%)

11
(2.70%)

36
(10.32%)

Yes 17
(9.04%)

15
(5.26%)

15
(5.28%)

9
(4.76%)

16
(8.51%)

10
(5.10%)

12
(6.52%)

Consent 43
(5.68%)

24
(5.88%)

19
(5.44%)

5
(2.66%)

13
(4.56%)

25
(8.80%)

14
(7.41%)

7
(3.72%)

11
(5.61%)

11
(5.98%)

Ñ ∼ ©
{ ∼ ©
G ∼ ©

Equal control 29
(3.83%)

6
(1.47%)

23
(6.59%)

Yes 6
(3.19%)

8
(2.81%)

15
(5.28%)

7
(3.70%)

5
(2.66%)

6
(3.06%)

11
(5.98%)

Limit purpose 26
(3.43%)

13
(3.19%)

13
(3.72%)

4
(2.13%)

9
(3.16%)

13
(4.58%)

7
(3.70%)

3
(1.60%)

8
(4.08%)

8
(4.35%)

Purpose exceptions 25
(3.30%)

7
(1.72%)

18
(5.16%)

3
(1.60%)

12
(4.21%)

10
(3.52%)

3
(1.59%)

7
(3.72%)

9
(4.59%)

6
(3.26%)

Avoid usage 24
(3.17%)

16
(3.92%)

8
(2.29%)

2
(1.06%)

10
(3.51%)

12
(4.23%)

6
(3.17%)

8
(4.26%)

4
(2.04%)

6
(3.26%)

Limit when 13
(1.72%)

8
(1.96%)

5
(1.43%)

2
(1.06%)

6
(2.11%)

5
(1.76%)

3
(1.59%)

3
(1.60%)

5
(2.55%)

2
(1.09%)

Trust 10
(1.32%)

6
(1.47%)

4
(1.15%)

0
(0.00%)

6
(2.11%)

4
(1.41%)

2
(1.06%)

2
(1.06%)

4
(2.04%)

2
(1.09%)

Access exceptions 10
(1.32%)

4
(0.98%)

6
(1.72%)

7
(3.72%)

2
(0.70%)

1
(0.35%)

4 ∼ � 4
(2.12%)

1
(0.53%)

1
(0.51%)

4
(2.17%)

Obfuscation 9
(1.19%)

8
(1.96%)

1
(0.29%)

0
(0.00%)

3
(1.05%)

6
(2.11%)

2
(1.06%)

3
(1.60%)

2
(1.02%)

2
(1.09%)

Security 9
(1.19%)

7
(1.72%)

2
(0.57%)

5
(2.66%)

2
(0.70%)

2
(0.70%)

2
(1.06%)

4
(2.13%)

0
(0.00%)

3
(1.63%)

Discussion 9
(1.19%)

2
(0.49%)

7
(2.01%)

2
(1.06%)

2
(0.70%)

5
(1.76%)

3
(1.59%)

1
(0.53%)

0
(0.00%)

5
(2.72%)

Control exceptions 8
(1.06%)

0
(0.00%)

8
(2.29%)

3
(1.60%)

1
(0.35%)

4
(1.41%)

2
(1.06%)

6
(3.19%)

0
(0.00%)

1
(0.54%)

Feedback 6
(0.79%)

6
(1.47%)

0
(0.00%)

0
(0.00%)

5
(1.75%)

1
(0.35%)

0
(0.00%)

4
(2.13%)

1
(0.51%)

1
(0.54%)

Analog only 6
(0.79%)

5
(1.23%)

1
(0.29%)

6
(3.19%)

0
(0.00%)

0
(0.00%)

0
(0.00%)

2
(1.06%)

3
(1.53%)

1
(0.54%)

Change behavior 6
(0.79%)

4
(0.98%)

2
(0.57%)

0
(0.00%)

2
(0.70%)

4
(1.41%)

1
(0.53%)

1
(0.53%)

1
(0.51%)

3
(1.63%)

Continued on next page
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Table4 – continued from previous page
Code Total Bystand. Owner Sig. Lock Speaker Camera Sig. House. Friends Airbnb Work Sig.
Invalid 6

(0.79%)
4
(0.98%)

2
(0.57%)

1
(0.53%)

4
(1.40%)

1
(0.35%)

2
(1.06%)

2
(1.06%)

1
(0.51%)

1
(0.54%)

Not Internet-connected 5
(0.66%)

5
(1.23%)

0
(0.00%)

2
(1.06%)

1
(0.35%)

2
(0.70%)

0
(0.00%)

2
(1.06%)

1
(0.51%)

2
(1.09%)

Owner exceptions 4
(0.53%)

0
(0.00%)

4
(1.15%)

4
(2.13%)

0
(0.00%)

0
(0.00%)

1
(0.53%)

2
(1.06%)

0
(0.00%)

1
(0.54%)

Encryption 2
(0.26%)

2
(0.49%)

0
(0.00%)

1
(0.53%)

1
(0.35%)

0
(0.00%)

0
(0.00%)

1
(0.53%)

0
(0.00%)

1
(0.54%)

Passwords 2
(0.26%)

1
(0.25%)

1
(0.29%)

0
(0.00%)

1
(0.35%)

1
(0.35%)

1
(0.53%)

0
(0.00%)

0
(0.00%)

1
(0.54%)

Total responses 761 410 351 191 286 284 190 190 196 185
End of Table

F Results of quantitative analyses

Table 5: Self-reported perceived importance of factors in determining acceptability of data practices.𝑎

Factor Very Somewhat Neutral Somewhat Very
Important Important Unimportant Unimportant

With whom the data is shared 574 (75.4%) 141 (18.5%) 23 (3.0%) 13 (1.7%) 10 (1.3%)
For what purposes the data is shared 549 (72.1%) 159 (20.8%) 31 (4.0%) 11 (1.5%) 11 (1.5%)
What data is being shared 500 (65.7%) 191 (25.1%) 35 (4.6%) 18 (2.4%) 17 (2.2%)
Whose data is shared 431 (56.6%) 219 (28.8%) 61 (8.0%) 28 (3.7%) 22 (2.9%)
Who (or what) shares the data (e.g. device owner, device
itself, company that made the device, etc.)

383 (50.3%) 255 (33.5%) 61 (8.0%) 35 (4.6%) 27 (3.6%)

Whether the device’s presence is disclosed 348 (45.7%) 215 (28.3%) 109 (14.3%) 41 (5.4%) 48 (6.3%)
Whether the specifics of data collection, use, sharing, and
storage are disclosed

337 (44.3%) 253 (33.3%) 102 (13.4%) 43 (5.7%) 26 (3.4%)

What is my relationship with the person whose data is
shared/the person who shared the data

300 (39.4%) 251 (33.0%) 86 (11.3%) 73 (9.6%) 51 (6.7%)

Where the device is located (e.g. private vs. common areas) 205 (26.9%) 210 (27.6%) 148 (19.5%) 112 (14.7%) 86 (11.3%)
Whether the collected data contains information about
children

248 (32.6%) 157 (20.6%) 185 (24.3%) 87 (11.4%) 84 (11.0%)

How long the data is stored 187 (24.6%) 180 (23.7%) 154 (20.2%) 136 (17.9%) 104 (13.7%)
𝑎 As the question asked “When you were deciding whether the data sharing was acceptable,” participants who interpreted this literally may have marked “Neutral” or “Unimportant”
for sender, data about children, and storage because they weren’t mentioned in the vignettes. Results for those items may therefore be less reliable—however, as we noted in §3.1,
sender may be strongly implied by recipient, making it a more active consideration.
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Table 6: Ordinal regression analysis. Significance levels are marked by asterisks for Bonferroni-adjusted 𝑝 values. Odds ratios
(OR) represent a measure of the change in the acceptance level occurring for a one-unit increase in the predictor variable,
holding all other variables constant.

Independent Variables
Dependent variable: Acceptance level

Model 1 Model 2
𝛽 OR 𝑝 𝛽 OR 𝑝

C
on

te
xt
ua

l Role (base: Device owner)
Bystander -0.251 0.778 -0.215 0.807
Device Type (base: Smart home camera)
Smart speaker -0.568 0.567 *** -0.482 0.618 ***
Smart door lock 0.561 1.752 *** 0.490 1.632
Data Format (base: Audio)
Logs/history of interactions with the device 0.176 1.193 *** 0.176 1.192 ***
Video -0.002 0.998 -0.004 0.996
Recipient (base: Device owner)
Government entity -0.892 0.410 *** -0.889 0.411 ***
Device manufacturer’s employees -0.889 0.411 *** -0.886 0.412 ***
Device owner’s contacts -1.704 0.182 *** -1.702 0.182 ***
3rd-party company’s employees -1.471 0.230 *** -1.471 0.230 ***
Purpose (base: To ensure safety in the home)
To enforce house rules -1.140 0.320 *** -1.136 0.321 ***
To assist in investigating a crime 0.573 1.774 *** 0.575 1.777 ***
To share a memory -1.384 0.251 *** -1.382 0.251 ***
To troubleshoot/improve device -0.688 0.502 *** -0.688 0.503 ***
To monitor work -1.730 0.177 *** -1.731 0.177 ***
To customize services/product recs -1.547 0.213 *** -1.546 0.213 ***
Transparency (base: Did not tell)
Told and explained details 0.213 1.237 0.336 1.399
Told but didn’t explain details 0.182 1.199 0.259 1.296
Situation (base: Shared housing)
Airbnb rental -0.278 0.757 -0.286 0.751
Friend staying overnight 0.282 1.325 0.169 1.184
Domestic work 0.471 1.602 0.359 1.432

C
on

tr
ol Gender (base: Male)

Female 0.241 1.273
Non-binary -0.767 0.464
Education (base: Undergrad e.g. BA/BSc)
High school diploma/A-levels 0.562 1.754 ***
Secondary education (e.g. GED/GCSE) 0.422 1.525
Technical/community college 0.014 1.014
Graduate degree (MA/MSc/MPhil/other) -0.379 0.685
Doctorate degree 0.592 1.808
Experience in a technical field (base: No)
Yes 0.116 1.123
Experience of privacy violation (base: No)
Yes -0.101 0.904
Age 0.015 1.015
Comfort with IoT 0.370 1.448 ***
Concerns about privacy of others 0.005 1.005
IUIPC-Control -0.043 0.958
IUIPC-Awareness 0.006 1.006
IUIPC-Collection -0.084 0.919 ***

End of table
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Table 7: Ordinal regression analysis with interaction effects. Significance levels are marked by asterisks for Bonferroni-adjusted
𝑝 values. Odds ratios (OR) represent a measure of the change in the acceptance level occurring for a one-unit increase in the
predictor variable, holding all other variables constant.

Independent Variables
Dependent variable: Acceptance level

Model 3 Model 4 Model 5
𝛽 OR 𝑝 𝛽 OR 𝑝 𝛽 OR 𝑝

C
on

te
xt
ua

l Role (base: Device owner)
Bystander -0.255 0.775 -0.254 0.776 -0.256 0.774
Device Type (base: Smart home camera)
Smart speaker -0.575 0.563 *** -0.574 0.563 *** -0.572 0.564 ***
Smart door lock 0.565 1.760 0.569 1.767 0.566 1.760
Data Format (base: Audio)
Logs/history of interactions with the device 0.178 1.195 *** 0.178 1.195 *** 0.178 1.195 ***
Video -0.003 0.997 -0.002 0.998 0.000 1.000
Recipient (base: Device owner)
Government entity -1.231 0.292 *** -0.763 0.466 *** -0.898 0.407 ***
Device manufacturer’s employees -1.297 0.273 *** -0.692 0.501 *** -0.896 0.408 ***
Device owner’s contacts -1.752 0.173 *** -1.493 0.225 *** -1.719 0.179 ***
3rd-party company’s employees -1.689 0.185 *** -1.317 0.268 *** -1.481 0.227 ***
Purpose (base: To ensure safety in the home)
To enforce house rules -1.285 0.277 *** -1.139 0.320 *** -1.393 0.248 ***
To assist in investigating a crime 0.266 1.305 *** 0.577 1.781 *** 0.376 1.456 ***
To share a memory -1.844 0.158 *** -1.387 0.250 *** -1.214 0.297 ***
To troubleshoot/improve device -1.046 0.351 *** -0.683 0.505 *** -0.714 0.490 ***
To monitor work -0.976 0.377 *** -1.726 0.178 *** -1.693 0.184 ***
To customize services/product recs -1.586 0.205 *** -1.548 0.213 *** -1.537 0.215 ***
Transparency (base: Did not tell)
Told and explained details 0.213 1.237 0.222 1.248 0.218 1.244
Told but didn’t explain details 0.182 1.199 0.193 1.213 0.190 1.209
Situation (base: Shared housing)
Airbnb rental -0.278 0.757 -0.452 0.636 -0.377 0.686
Friend staying overnight 0.284 1.328 0.484 1.623 0.218 1.244
Domestic work 0.475 1.608 0.976 2.655 *** 0.358 1.431

In
te
ra
ct
io
ns Recipient × Purpose

(base: Device Owner × To ensure safety in the home)
Device owner’s contacts × To enforce house rules -0.099 0.905
Government entity × To investigate a crime 0.797 2.218 ***
Device manufacturer employees × To investigate a crime 0.256 1.292
Device owner’s contacts × To investigate a crime 0.202 1.224
3rd-party company employees × To investigate a crime 0.307 1.359
Device owner’s contacts × To share a memory -0.591 0.554 ***
Device manufacturer employees × To troubleshoot/improve 1.002 2.724 ***
Device owner’s contacts × To troubleshoot/improve -0.236 0.790
Third-party company × To troubleshoot/improve 0.444 1.559 ***
Government entity × To monitor work -1.643 0.193 ***
Device owner’s contacts × To monitor work -0.885 0.413 ***
3rd-party company employees × To monitor work -0.896 0.408 ***
Device manufacturer employees × To customize services/recs 0.263 1.301

Continued on next page
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Table 7 – continued from previous page

Independent Variables
Dependent variable: Acceptance level

Model 3 Model 4 Model 5
𝛽 OR 𝑝 𝛽 OR 𝑝 𝛽 OR 𝑝

Recipient × Situation
(base: Device Owner × Shared housing)
Government entity × Airbnb rental 0.650 1.916 ***
Device manufacturer employees × Airbnb rental 0.329 1.389 ***
Device owner’s contacts × Airbnb rental -0.096 0.908
3rd-party company employees × Airbnb rental 0.302 1.352 ***
Government entity × Friend staying overnight -0.241 0.786
Device manufacturer employees × Friend staying overnight -0.440 0.644 ***
Device owner’s contacts × Friend staying overnight -0.053 0.948
3rd-party company employees × Friend staying overnight -0.334 0.716 ***
Government entity × Domestic work -0.787 0.455 ***
Device manufacturer employees × Domestic work -0.666 0.514 ***
Device owner’s contacts × Domestic work -0.696 0.499 ***
3rd-party company employees × Domestic work -0.578 0.561 ***
Situation × Purpose
(base: Shared housing × To ensure safety in the home)
Airbnb rental × To enforce house rules 0.318 1.374
Friend staying overnight × To enforce house rules 0.274 1.315
Domestic work × To enforce house rules 0.407 1.503 ***
Airbnb rental × To investigate a crime 0.336 1.399 ***
Friend staying overnight × To investigate a crime 0.181 1.198
Domestic work × To investigate a crime 0.291 1.338 ***
Airbnb rental × To share a memory -1.150 0.317 ***
Friend staying overnight × To share a memory 0.368 1.445
Domestic work × To share a memory -0.115 0.891
Airbnb rental × To troubleshoot/improve 0.136 1.145
Friend staying overnight × To troubleshoot/improve -0.072 0.930
Domestic work × To troubleshoot/improve 0.035 1.035
Airbnb rental × To customize services/recs 0.220 1.246
Friend staying overnight × To customize services/recs -0.225 0.798
Domestic work × To customize services/recs -0.033 0.968

End of table

G Heatmaps
We present larger, more visible versions of the heatmaps from Figures 1, 2, and 3.

• Figure 1 illustrates the average acceptance scores for information flows across Data Format × Purpose of Sharing pairs. The heatmap
for the Owner role is shown in Figure 4, while the heatmap for the Bystander role is in Figure 5.

• Figure 2 displays the average acceptance scores for information flows across Device × Purpose of Sharing pairs. The heatmap for the
Owner role is provided in Figure 6, and the heatmap for the Bystander role appears in Figure 7.

• Figure 3 presents the average acceptance scores for information flows across Recipient × Purpose of Sharing pairs. The heatmap for
the Owner role is shown in Figure 8, while the heatmap for the Bystander role is in Figure 9.
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Figure 4: Average acceptance scores for information flows across Data formats × Purpose of sharing pairs – Owner Scenarios.

Figure 5: Average acceptance scores for information flows across Data formats × Purpose of sharing pairs – Bystander Scenarios.
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Figure 6: Average acceptance scores for information flows across Devices × Purpose of sharing pairs – Owner Scenarios.

Figure 7: Average acceptance scores for information flows across Devices × Purpose of sharing pairs – Bystander Scenarios.
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Airbnb (owner)

Domestic work (owner)Friend staying overnight (owner)

Shared housing (owner)

Recipient

Recipient

Domestic work (bystander)

Figure 8: Average acceptance scores for information flows across Recipients × Purpose of sharing pairs – Owner Scenarios.

Shared housing (bystander) Airbnb (bystander)

Domestic work (bystander)Friend staying overnight (bystander)

Recipient

Recipient

Domestic work (bystander)

Figure 9: Average acceptance scores for information flows across Recipients × Purpose of sharing pairs – Bystander Scenarios.
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