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Abstract
Over the past few years, the two dominant app platforms made
major improvements to their policies surrounding child-directed
apps. While prior work repeatedly demonstrated that privacy issues
were prevalent in child-directed apps, it is unclear whether plat-
form policies can lead child-directed apps to comply with privacy
requirements, when laws alone have not. To understand the effect
of recent changes in platform policies (e.g., whether they result
in greater levels of compliance with applicable privacy laws), we
conducted a large-scale measurement study of the privacy behav-
iors of 7,377 child-directed Android apps, as well as a follow-up
survey with some of their developers. We observed a drastic de-
crease in the number of apps that transmitted personal data without
verifiable parental consent and an increase in the number of apps
that encrypted their transmissions using TLS. However, improper
use of third-party SDKs still led to privacy issues (e.g., inaccurate
disclosures in apps’ privacy labels). Our analysis of apps’ privacy
practices over a period of a few months in 2023 and a comparison
of our results with those observed a few years ago demonstrate
gradual improvements in apps’ privacy practices over time. We
discuss how app platforms can further improve their policies and
emphasize the role of enforcement in making such policies effective.

Keywords
Software developers, SDKs, privacy, security, Google Play, personal
data, development practices, Android, COPPA

1 Introduction
Regulations in the United States [34, 102] and Europe [79] require
that child-directed online services provide heightened privacy pro-
tections for their users. Investigating the effects these regulations
have had on the behaviors of child-directed online services has
been the subject of several prior studies (e.g., [15, 32, 33, 58, 59, 90,
94, 114, 138]). For example, in 2018, Reyes et al. [116] conducted a
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large-scale analysis of the network traffic generated from nearly
six thousand child-directed mobile apps and showed that the data
collection and sharing behaviors of 57% of them rendered them
potentially in violation of the Children’s Online Privacy Protection
Act (COPPA), a US law that has existed for over 25 years. The iden-
tified violations were due to incorrect data transmission, consent
handling, disclosure, and software configuration practices of the
general developer population [18, 37, 57, 101, 129, 133, 136]. These
findings have motivated regulators, such as the Federal Trade Com-
mission (FTC) [64], to take action; this included new rulemaking
efforts [35], as well as enforcement actions (e.g., [65–67]).

Industry has taken notice: both major mobile platforms adopted
new policies to help app developers comply with COPPA and other
applicable privacy laws [132]. This paper examines how Google
has changed its policies to improve privacy amongst child-directed
Android apps [21, 26], and whether this resulted in greater levels
of compliance with applicable privacy regulations. For example,
all developers are now required to prepare privacy labels—“data
safety labels” in Google’s parlance [22]—that disclose their apps’
data handling practices, developers of child-directed apps can now
only embed third-party advertising Software Development Kits
(SDKs) approved by Google [77], and cannot collect the Android
Advertising ID (AAID) from children [21]. Research has shown that
developers’ understanding of their compliance obligations under
applicable privacy regulations is influenced by the stringency of
platform policy enforcement efforts [6]. While Google has made
various changes to its developer policies over the past five years [26],
to our knowledge, the real-world impact of these changes on the
privacy behaviors of child-directed apps has not previously been
studied. Understanding the effects of policy changes on the privacy
practices of child-directed apps is essential for shaping future policy
efforts aimed at regulating the practices of other types of apps.

We conducted a systematic large-scale analysis of the extent
to which child-directed Android apps were potentially in viola-
tion of the Google Play Store policies [21]. We specifically focused
on measuring the prevalence of privacy issues that would render
developers in violation of these policies, and which can also be
considered potential violations of privacy regulations (e.g., COPPA).
We measured the prevalence of privacy issues related to: (1) collect-
ing or sharing personal data from children, (2) making inaccurate
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disclosures in apps’ privacy labels [22], and (3) using privacy con-
figurations of third-party SDKs embedded in child-directed apps in
potentially-violative ways (e.g., that result in illegal user profiling
and/or behavioral advertising). We also supplement our technical
analyses with the results of a follow-up developer survey to gather
additional explanatory data. We answer the following research
questions:
RQ 1 Have the updates made to Google Play’s policies resulted in

improved compliance rates among child-directed apps?
RQ 2 How prevalent are third-party SDK privacy misconfigura-

tions and data safety label disclosure mistakes among child-
directed apps?

RQ 3 Are developers giving sufficient consideration to third-party
SDK privacy configurations and Google Play’s data safety
labels in their development processes?

Through our analysis of 7,377 child-directed apps tested from
early February to early July of 2023 and a comparison of our results
with those of Reyes et al. [116], we observe an overall improvement
in the privacy practices of child-directed apps. For example, we
show that the number of apps that transmitted AAIDs decreased
from 59% to 8.8% and those that collected geolocation coordinates
decreased from 3% to 0.1% [116]. However, we also find that de-
velopers were still struggling with understanding the behaviors of
third-party SDKs, which led many of them to be unable to prepare
accurate privacy labels for their apps. While the adoption of some
of third-party SDKs’ privacy configurations has increased, there
were child-directed apps that were still using third-party advertis-
ing SDKs that are not allowed by Google Play’s policies [73, 77],
as well as incorrectly configuring those that are (i.e., included on
Google’s list of self-certified SDKs [77]). The results of our survey
support these findings: 60% did not use technical testing tools to
identify the data types that need to be disclosed in their privacy
labels; while 74% of respondents were familiar with SDKs’ privacy
configurations, 64% stated that using them was challenging. While
new platform policies have largely been effective at increasing
compliance amongst child-directed apps, more work needs to be
done to educate developers about the responsible (and legal) use of
third-party SDKs vis-à-vis relevant privacy regulations.

2 Background
This section describes the Google Play policies that are applicable
to child-directed apps and briefly summarizes the kids provisions of
COPPA, GDPR, and the CCPA. The latter is included to demonstrate
how the privacy issues that we investigated would be considered
potential violations of platform policies and privacy laws across
varying jurisdictions.

2.1 COPPA, GDPR, and CCPA
The Children’s Online Privacy Protection Act (COPPA) [34] regu-
lates the practices of online services used by users under the age
of 13 in the US. It applies to services that have actual knowledge
of their use by child users or use any type of content that can at-
tract them [36]. Depending on the purpose of collecting personal
data, COPPA might require obtaining verifiable parental consent
prior to doing so (e.g., opting in to behavioral advertising) [34, 36].
Services operating in the US targeting child users in California are

additionally required to comply with the kids provisions of the Cal-
ifornia Consumer Privacy Act (CCPA) [102]. The sale of personal
information collected from those under 13 is considered a violation
of these provisions if parental consent is not obtained [102].

Similarly, the General Data Protection Regulation (GDPR) [79]
has provisions that aim to protect the privacy of users below 16
years of age in the EU. According to Article 6 of the GDPR, online
services collecting personal data from users in the EU are required
to have one of the six legal bases for data processing, which include
fulfilling legal obligations, serving legitimate interests and having
user consent [79]. For services that are targeted at child users, the
GDPR has additional provisions in Article 8 that state that user
consent cannot be relied upon as a legal basis unless services are
able to verify that they obtained it from guardians [79].

These privacy laws have common disclosure and consent require-
ments that apply to child-directed apps, which are also reflected in
Google Play’s families policies [21]. For instance, obtaining affir-
mative parental consent before transmitting personal data to third
parties for certain purposes is required under COPPA [34], can be
used as a basis for data processing under the GDPR [79], and can
justify selling children’s data to third parties under the CCPA [102].

2.2 Google Play Store Policies
Publishing apps on Google Play is subject to security and privacy
policies [26, 109], which have been in alignment with privacy law
requirements. While research has shown that they are insufficiently
enforced [6, 116], developers cannot submit their apps to the store
without: (1) certifying that they are compliant, (2) indicating their
apps’ target audiences, (3) providing links to their privacy policies,
and (4) disclosing whether they use advertisements [74, 75, 108].
Google Play extended its policies in 2022 to also require making
certain disclosures about apps’ data practices in the form of privacy
labels [22]. While it is unclear whether Google Play checks the
accuracy of these disclosures, making inaccurate disclosures is still
considered a “deceptive” practice [24, 28].

Google Play also requires developers to disclose their apps’ data
collection and sharing behaviors in their privacy policies, ensure
that users’ explicit consent is obtained before transmitting their
personal data (for certain uses), and avoid insecure communica-
tions [20, 72]. The policies also regulate the use of persistent and re-
settable identifiers that allow tracking of users (e.g., AAIDs, BSSIDs
and IMEIs) [71, 73]. For advertising, developers can only use the
AAID, which can be reset using system settings [71]. For it to
preserve this property, Google Play prohibits “linking” it to non-
resettable identifiers and requires obtaining consent before trans-
mitting it with other types of personal data [19, 20, 23].

Google Play’s Designed for Families (DFF) program introduced
additional policies that apply specifically to child-directed apps [21,
73, 75]. They prohibit collecting certain types of personal data (e.g.,
AAIDs and geolocation data) and protect access to them through
Android permissions (e.g., the AD_ID and ACCESS_FINE_LOCATION
permissions) [21, 73]. Alternatively, developers can use the “app set
ID” (Section 5.3.2) for permitted purposes (e.g., analytics), which
has better privacy properties compared to existing identifiers (e.g.,
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AAIDs or IMEIs) [71, 73]. Accordingly, the families policies pro-
hibit transmitting app set IDs alongside AAIDs (or other persistent
identifiers) or using them to enable behavioral targeting [23].

The policies also restrict the use of third-party advertising SDKs
in child-directed apps [25, 27, 73]. Apps whose primary audience
is children are only allowed to embed specific SDKs and versions
listed in Google Play’s list of self-certified providers (e.g., not older
than 4.0.1 for Unity Ads [54]) [77]. The SDKs included in this list
ostensibly either do not perform behavioral advertising or user pro-
filing, or include configurations that allow disabling that function-
ality for children. Accordingly, developers are required to correctly
configure these SDKs for child-directed treatment [25, 27, 73, 77]
(Section 4.3). For example, in apps that target Android versions 12
and below, where the AD_ID permission does not exist, use of these
configurations is necessary to prevent collecting AAIDs by these
third parties [44, 46].

3 Related Work
Prior work has examined how mobile app developers make various
security and privacy mistakes, including incorrect use of encryp-
tion algorithms [55, 57, 105, 116], not disclosing data collection
practices [70, 88, 91, 104, 133, 134], data sharing without user con-
sent [87, 89, 90, 100, 114, 116], over-privileging apps with permis-
sions [60], enabling data exfiltration through side channels [115]
and delaying applying security updates [50, 137].

Several studies measured the prevalence of these mistakes in
child-directed apps over the past few years [90, 114, 116, 126]. An
analysis of network transmissions collected from users of more than
14,000 apps by Razaghpanah et al. [114] showed that 24% of those
that targeted children shared personal data with trackers. Reyes
et al. [116] quantified potential COPPA violations in around 6,000
DFF-approved apps in 2018 by relying on a testing pipeline that
used input generated by the Android Application Exerciser Mon-
key [41]. They identified privacy issues in 57% of these apps, such
as transmitting personal data without parental consent, linking of
device identifiers and not using TLS [116]. Subsequent investiga-
tions by Kollnig et al. [90] and Sun et al. [126] confirmed that the
same privacy issues continued to exist in child-directed apps.

User consent has also been consistently found to not be appro-
priately collected or handled by the majority of apps that target
general audiences [87, 89, 100, 101]. In separate studies, Koch et
al. [87] and Kollnig et al. [89] showed that only 22% and 10% of the
apps they analyzed, respectively, implemented user consent mech-
anisms. A dynamic analysis of more than 86,000 apps by Nguyen
et al. [100] also showed that 34% defaulted to sharing personal data
with advertisers without obtaining user consent. Shortcomings in
the implementation of consent mechanisms were also identified,
such as transmitting personal data before users respond to consent
prompts or after they decline data collection [87, 101].

To address these security and privacy issues, the Google Play
Store [26] and the Apple App Store [14] introduced various changes
to their policies in recent years. One of which requires developers
to disclose their practices as succinct privacy labels, which have
been found to suffer from inaccuracies [86, 88, 91, 134]. This is
partly caused by developers experiencing difficulty in aligning
the defined disclosure specifications for privacy labels with their

actual data practices [86, 92]. The impact of the remaining policy
changes on developer practices is yet to be understood. In this
paper, we build upon that of Reyes et al. [116] to uncover how the
platform policies introduced since 2018 impacted the practices of
child-directed apps. Our investigation is based on measurements of
various privacy issues, which include improper transmissions of
personal data, not using TLS, and not having complete disclosures
in apps’ privacy labels. Our work also complements works that
studied developer adoption of SDK privacy configurations (e.g., [6,
98]) to further understand the extent to which child-directed apps
configure third-party SDKs for compliance with Google’s policies
and the requirements of applicable privacy regulations.

4 Methods
This section explains how we identified and tested a large corpus
of child-directed apps, as well as the heuristics we used to quantify
the prevalence of potential policy violations in these apps.

4.1 Identification of Child-Directed Apps
We scraped the Google Play Store to identify apps that: (1) were ad-
vertised as compliant with the Google Play Store Families program
or Google Play’s Teacher Approved program (i.e., their app listings
included the statement “Committed to follow the Play Families
Policy” [21]1 or the “Teacher Approved” badge [107]); or (2) had
titles or descriptions that included keywords that signified that
children are among their target audiences. To do so, we identified
a set of keywords that we expected to help us find child-directed
apps on the store and then searched for them in apps’ titles and
descriptions. These are: “kid,” “baby,” “babies,” “preschool,” “school,”
“ABC,” “kindergarten,” “first grade,” “second grade,” “third grade,”
“fourth grade,” “fifth grade,” “coloring,” “learn,” “spelling,” “child,”
“children,” “toddler,” “alphabet,” and “math.” We chose them based
on an initial analysis of the titles and descriptions of a subset of
child-directed apps that we identified through manual searches.

Using this process, we identified 11,490 apps that appeared to be
child directed. Since our keyword searches could have resulted in
false positives, as a sanity check, we manually examined the results
and excluded apps that did not appear to be child-directed. This
review allowed further confirming that the apps are child-directed
based on information communicated in their titles, descriptions,
Google’s badges or screenshots that featured characters that were
likely to be attractive to children. We then crawled the store over
two different periods of time in 2023 to collect two complemen-
tary datasets containing the identified child-directed apps that we
queued for testing and their associated metadata (Section 4.2).

4.2 Testing of Child-Directed Apps
We used dynamic analysis methods established in the literature to
capture network traffic data and decode transmissions exchanged
between the tested apps and remote end-points [6, 68–70, 93, 116,
117]. Each app was run for 10 minutes on a custom version of
Android and fed auto-generated input by Android’s Application
Exerciser Monkey [41]. To obtain visibility into encrypted traffic,
we instrumented the functions that apps used to read or write to
TLS sockets, which allowed observing data before encryption and
1We consider these enrolled in Google Play’s Designed for Families (DFF) program.
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App crawling and testing Collected dataset

APK files

Network traffic

App metadata

Data analysis
PII transmissions

SDK configurations

Android permissions

Data safety labels

App discovery

Google Play
badges

Titles and
descriptions

Union (7,377 apps)Identifying child-directed
apps (11,490 apps)

Pilot tests (6,797 apps)

Main tests (4,975 apps)

Figure 1: Overview of our data collection approach.

Table 1: Breakdown of the apps tested during the two testing periods.

First dataset Second dataset Union of two datasets

# of tested child-directed apps 6,797 4,975 7,377
# of DFF-badged apps [21] 3,095 (45.5%) 3,085 (62.0%) 3,684 (49.9%)
# of teacher-approved apps [107] 1,334 (19.6%) 983 (19.8%) 1,590 (21.6%)
# of apps whose titles indicated that they are targeting kids 2,520 (37.1%) 1,940 (39.0%) 2,776 (37.6%)
# of apps whose descriptions indicated that they are targeting kids 6,044 (89.0%) 4,372 (87.9%) 6,521 (88.4%)

after decryption. We then searched for encodings and permutations
of personal information (e.g., AAIDs, Android IDs/SSAIDs, app
set IDs, Firebase installation identifiers [FIDs], and geolocation
data) in the network traffic that we observed in plaintext. We also
used regular expressions to find privacy signals in communications
exchanged with third-party SDK servers (Section 4.3). To perform
static analysis, we relied on Android tools [45], such as the Android
Debug Bridge (ADB) [42] and the Android Asset Packaging Tool
(AAPT) [39]), to identify the Android versions targeted by the apps
and the permissions they requested.

As a pilot, we queued the identified apps for dynamic testing
from early February to early March of 2023 using Google Pixel
3a phones running Android 12 in California. We then worked on
improving our instrumentation to fix some issues that we detected
in the pilot study, and added support to detect the app set ID [40]
and additional types of personal data. We then used that improved
instrumentation for a second round of testing. Of the apps that
we initially identified as being child directed, many apps could not
be installed during testing. We determined that this was due to a
combination of factors: some apps were not available in our region,
some were paid, some had been removed from the store during
the period between identifying child-directed apps by scraping the
Play Store website and queueing them for testing, and others were
not compiled for our particular hardware configuration.2

From mid-May to early July of 2023, we re-queued all of the
previous apps for testing and added 302 additional apps that we
subsequently identified using the same methodology. However, in
addition to many apps not being available to download for the
reasons previously described, we also found that not all of the apps
that we initially tested were still available. This resulted in reducing

2While Android 13 was the most recent version of Android available at the time of
testing, we wanted to examine a prior version that did not regulate access to the AAID
via the permissions system, allowing us to examine whether SDK privacy settings were
being correctly configured by app developers. This still allowed us to examine whether
apps targeting Android 13 were using the new AD_ID permission by performing static
analysis on the AndroidManifest.xml file. More importantly, at the time of our testing,
85% of Android users were using a version older than 13 [125], and therefore testing
Android 13 would not necessarily be representative.

the number of apps that we were able to successfully test in the
later round of testing. For this reason, we decided to also report on
the pilot results, when appropriate. Table 1 provides more details
on the number of apps successfully tested in both rounds of testing.

We tested 7,377 unique apps released by 3,390 unique develop-
ers, cumulatively installed by 11.5 billion devices at the time of
testing. Sixty-eight percent of the 7,377 apps were categorized as
educational apps by the store. After comparing the two datasets, we
found that 4,395 apps were tested in both testing rounds, 2,402 were
tested only in the initial pilot, and 580 apps were only tested in the
second testing round. We revisited the apps that we were not able
to install in our second round of testing and found that this could
have resulted from Google enforcing a new policy that prevented
apps targeting Android versions older than 11 (API levels below
30) from being installed on devices running more recent Android
versions [17, 29, 49, 76]. The difference between the number of apps
successfully tested in the two runs could also be explained by the
existence of apps that were not available on the store at the time of
testing, or apps that their developers converted from free to paid or
made them no longer available for use from California. Figure 10
provides a timeline showing when our datasets were collected and
when relevant policies were introduced (Appendix G). Our results
can be replicated using publicly-available data about the apps that
were available during the same periods of time in 2023 (e.g., by
downloading apps from archive sites such as APKPure [9]).

In Section 5, we report on all 7,377 unique apps tested, while
considering the most recent versions of apps that we tested in
both testing rounds (when two different versions of the same app
were tested). We also indicate when certain analyses apply to only
one dataset (e.g., developers’ adoption of the app set ID, which
we only measured during the second round). Whenever possible,
we compare our results to those reported by Reyes et al. [116] to
understand how the Google Play policies that were introduced
since 2018 impacted the privacy practices of child-directed apps.
We chose Reyes et al. [116] as a basis for our temporal comparisons
since we targeted the same population of apps and used similar
testing methods. Figure 1 summarizes our data collection approach.
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4.3 Testing of Privacy Configurations
Developers of child-directed apps are required to configure third-
party SDKs for privacy compliance [25, 77]. Privacy configurations
offered by third-party SDKs can help developers signal to data
recipients that: (1) personal data was collected from a child user,
(2) it was collected from a region where the provisions of a specific
privacy regulation apply, or that (3) a user has not consented to
using their data for certain purposes. Chartboost [51], for example,
provides a client-sidemethod, addDataUseConsent, which can help
developers comply with COPPA, GDPR, or the CCPA by setting
three corresponding privacy flags (coppa, pidatauseconsent and
us_privacy) in outbound transmissions.3 Figure 2 provides an
example of a server-side configuration provided by ironSource [82].

Figure 2: ironSource’s [82] server-side COPPA control.

We tested the privacy configurations offered by a number of
third-party SDKs that were either on Google’s list of self-certified
advertising SDKs [77] or were found to be used in child-directed
apps in prior work (e.g., Meta’s SDKs [99]) [116]. We examined
whether their terms of service allowed integrating them in child-
directed apps, and for those that did, we identified the privacy
controls that their documentation instructed developers to use. We
then integrated these SDKs in prototype Android apps we created
and used each of the identified privacy configurations to observe
how their usagemanifested in network traffic. This allowed us to: (1)
understand how SDK providers expect their SDKs to be configured
in child-directed apps, (2) extract the privacy flags that get included
in inbound4 or outbound transmissions as a result of using privacy
configurations, (3) build an understanding of how each possible flag
is set, (4) identify the correct values that developers are supposed
to use, and (5) build a corpus of API endpoints corresponding to all
of the tested SDKs. We also investigated the default values of each
identified flag and the specific configurations that would prevent
collecting certain types of data (e.g., AAIDs).

We then searched for the identified privacy flags within the cap-
tured network traffic of the tested apps. We complemented our
traffic searches with Frida-based [113] instrumentation to monitor
the invocation of client-side SDK privacy methods and their param-
eters by apps. For example, developers of apps using ironSource’s
advertising SDK [82] can use the setMetaData method to set a
number of privacy flags (e.g., correctly set is_child_directed to
true). Our approach enabled detecting when privacy configura-
tions were used by different third-party SDKs integrated in the apps
we tested and not necessarily called by first-party code.
3According to Chartboost’s developer documentation [51], developers can disable
targeted advertising by setting the values of coppa to “true,” pidatauseconsent to
“0,” or us_privacy to “1NY-.”
4In some cases, inbound transmissions reveal server-side privacy configurations.

We also explored whether the design of privacy configurations
impacted developers’ level of adoption and enabled transmissions
of children’s personal data (Section 5.3.1). For example, we found
SDKs that transmitted AAIDs to their servers, even when privacy
configurations were used correctly. While the personal data in-
cluded in these transmissions were flagged as collected from chil-
dren, which signals to recipients that they should not be used for
behavioral advertising, the mere collection of unused personal data
may be at odds with data minimization requirements, such as under
GDPR [103], as well as Google Play’s policies [73].

4.4 Analysis of Data Safety Labels
Since July 2022, Google Play has required disclosing apps’ privacy
practices in standardized privacy labels [22]. To do so, developers
fill out a questionnaire that asks them to provide details about their
apps’ data transmission and handling practices before they submit
their apps to the store [22, 108]. Using the questionnaire, they can
choose from a set of pre-defined data types (e.g., “device IDs or other
IDs,” “location,” and “personal info”) and purposes of data collection
or sharing (e.g., “app functionality” and “advertising or marketing”),
which then get disclosed as part of their app listings [22]. They are
also expected to follow a specific criteria defined by Google Play to
indicate whether each disclosed data type is collected or shared,5
and whether encryption is used for communication security [22].
Examples are provided in Appendix F.

We evaluated whether developers were able to prepare accurate
privacy labels. To do so, the labels for the apps in our corpus were
scraped at the time of testing.We then inspected them to understand
whether the personal data that we observed being collected or
shared were disclosed. For that, we identified the domain names
that we observed receiving personal information from the tested
apps to identify the recipient, and then reasoned about the data
collection purpose by examining their website, API documentation,
and contents of the transmission. For apps that did not use TLS in
their transmissions that contained personal data, we also examined
whether doing so was accurately disclosed in their labels.

We followed three heuristics to obtain a lower bound for the
number of apps that had disclosure mistakes in their privacy la-
bels. First, we looked for whether each transmitted data type was
disclosed, regardless of whether the data types were disclosed as
collected or shared. Second, we considered “analytics”, “personal-
ization” and “advertising” as similar purposes because a number
of third-party recipients’ policies state they will use received data
for more than one of these purposes (e.g., Unity Ads [53, 127], iron-
Source [83, 84], Start.io [123] and Meta [96, 99]). Third, we looked
for whether a purpose of data collection and/or sharing was dis-
closed at all, regardless of whether it was disclosed for the specific
data types that we observed being transmitted.

5 Results
In this section, we measure the prevalence of privacy issues across
child-directed apps. Overall, we observed a decrease in the num-
ber of apps that transmitted personal data to first- or third-party
5Google Play’s specification for data safety labels details the circumstances under
which a data transmission should be disclosed as collection or sharing (e.g., data types
transmitted to analytics services should be disclosed as collected data types since such
services are considered service providers) [22].
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recipients or did not use TLS. However, we also show that use of
third-party SDKs is still contributing to other privacy issues.

5.1 Access and Collection of Personal Data
We observed 828 (11.2%) of the 7,377 apps transmit AAIDs, geoloca-
tion data,WiFi MAC addresses, router MAC addresses, router SSIDs,
names, or email addresses to first- or third-party recipients. Of these
apps transmitting personal data, 44% (363 apps) were DFF-badged
and 8% were teacher-approved. Across the two testing periods, 172
apps (21% of 828 observed transmitting personal data) released new
versions that we observed no longer transmitting certain types of
personal data during the second testing round. Of the 657 apps
that continued to transmit personal data, 39% were DFF-badged
and 8.5% were teacher-approved. The transmissions that contained
personal data were either initiated by the tested apps or system
processes, such as Google Mobile Services (GMS) [8] and Google
Services Framework (GSF), which can be called by apps to request
certain functionality. We also observed GMS and GSF transmit
AAIDs, SSAIDs, and FIDs [47] to app-measurement.com alongside
app package names,6 which allows Google to gather analytics data
at scale. Additionally, 368 apps transmitted FIDs alongside AAIDs to
app-measurement.com, which allows linking these two identifiers
(and “bridging” AAID resets, negating the system privacy controls).
Of these 368 apps, 234 (63.6%) were advertised as compliant with
DFF; for 284 of these apps (77%), Google was the only recipient of
personal data.

Table 2 provides details on the number of apps that transmitted
each type of personal data captured by our instrumentation. It also
illustrates how these numbers change after excluding the apps that
ceased transmitting the same types of personal data in their sub-
sequent versions. Figure 3 shows the top 20 recipients of personal
data (excluding SSAIDs, app set IDs, and FIDs)7 across the 7,377
apps. Other less common recipients include Umeng [128] (8 apps),
OneSignal [106] (7 apps), Singular [120] (7 apps), Applifier (6 apps),
and Kochava [119] (4 apps).
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Figure 3: Top 20 data recipients across all app tests.

In the following sections, we summarize our results for each
type of personal data and compare our findings with those of Reyes
6Each Android app is uniquely identified by its package name, which also allows it to
be located in the Google Play Store.
7We excluded these identifiers because they are unique to each app installation, and
therefore do not directly allow for users to be tracked across apps and services.

et al. [116], to directly compare how COPPA compliance has likely
changed over the intervening years.

5.1.1 Identifiers. Google Play lists various identifiers that child-
directed apps are not allowed to collect [73]. Our results show that
many child-directed apps collected AAIDs and two collected WiFi
MAC addresses, both of which are prohibited because they allow
long-term tracking of child users (see Table 2).
AAIDs.More than 11% of the 7,377 apps transmitted AAIDs, 172 of
which released updated versions that stopped transmitting AAIDs
in the second round of testing. Compared to the analysis conducted
on 5,855 DFF apps by Reyes et al. [116], our results show a noticeable
decrease in apps that transmitted AAIDs. While 59% of the apps
analyzed by Reyes et al. [116] did so, our results show that this
percentage decreased to 8.8% (652 apps).

In recent versions of Android (13 or later), AAIDs cannot be
accessed unless the AD_ID permission is declared [71, 118]. To ex-
amine whether apps are able to use AAIDs, we statically analyzed
apps’ APK files to identify apps that either targeted older Android
versions (i.e., targetSdkVersion below 33) or declared the AD_ID
permission when targeting recent Android versions. Of the 7,377
apps, 1,460 (20%) targeted Android 13 or 14, whereas the rest tar-
geted older versions that allow default AAID access. Furthermore,
578 of the 1,460 apps did not target Android 13 or 14 in our pilot
tests, but updated their apps to do so in our recent tests. Similarly,
341 of the apps that targeted Android versions below 33 updated to
Android 12 (i.e., targetSdkVersion 31 or 32) and 16 apps down-
graded from Android 13 to a lower version, therefore they were
still able to access AAIDs without declaring the permission.

Of the 1,460 apps, 617 (42%) declared the AD_ID permission. How-
ever, the permission was also declared in 1,284 of the apps that
targeted Android versions older than 13 (i.e., the permission is not
needed for accessing AAIDs in these versions). This could be ex-
plained by developers mistakenly declaring the permission in their
apps when uncritically following third-party SDK integration in-
structions. We also found 257 apps that added the AD_ID permission
in their recent versions and 124 apps that updated their apps to
remove it. Of the 652 apps that transmitted AAIDs (see Table 2),
only 84 apps (13%) needed to use the AD_ID permission because
they targeted Android 13, whereas the rest (568 apps) targeted
older Android versions. Of the 1,901 apps that declared the AD_ID
permission, 70% were DFF-badged at the time of testing.
WiFi MAC Addresses. Only 2 apps transmitted WiFi MAC ad-
dresses, one of which did not do so in its updated version. Both of
them were not DFF-badged. One of them shared AAIDs, SSAIDs
and WiFi MAC addresses with Umeng [128], enabling tracking of
children by linking different AAIDs that belong to the same device
or SSAIDs associated with different app developers.
SSAIDs. Android IDs were transmitted by 720 apps, 109 of which
stopped doing so in their recent versions. While SSAIDs cannot be
relied upon for tracking users across apps released by different de-
velopers since the release of Android 8 in 2017, they can still allow
tracking, as their values do not get reset after apps get uninstalled or
updated, but rather only due to a factory reset of the device [38]. Ad-
ditionally, transmitting SSAIDs alongside certain types of personal
data to the same recipients is considered a violation of Google’s poli-
cies [19]. Across all the apps we tested, SSAIDs were transmitted
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alongside AAIDs (168 apps), FIDs (26 apps), WiFi MAC addresses (2
apps), and router SSIDs (1 app) to first- and third-party recipients
such as Unity [127], Chartboost [31], and Yandex [135]. In total, 191
apps included at least one type of personal data with SSAIDs in the
same transmissions to domains other than app-measurement.com.

AAIDs were transmitted alongside FIDs (13 apps), fine location
coordinates (3 apps), WiFi MAC addresses (1 app), router BSSID (1
app) or IP location (1 app) to the same recipients. These included
Amplitude [7], AppsFlyer [13], Yandex [135], and Umeng [128].
Thus, the total number of apps that transmitted AAIDs alongside
location data (including router MAC addresses), FIDs, SSAIDs, or
WiFi MAC addresses to domains other than app-measurement.com
is 179. Sharing these data types alongside AAIDs allows converting
resettable AAIDs to persistent IDs that can be used for long-term
tracking, as it allows recipients to link AAIDs that belong to the
same device after they have been reset. However, Reyes et al. [116]
showed that more than 66% of the 5,855 apps they tested shared a
persistent identifier (e.g., IMEIs or SSAIDs in Android versions that
are older than 8) alongside AAIDs. This shows a drastic decrease
in the number of apps that were attempting to link AAIDs to other
types of personal data (RQ1), particularly those that might persist
over time (e.g., router MAC addresses or fine location coordinates).

5.1.2 Location Data. Seven apps transmitted geolocation coordi-
nates, three of which transmitted approximate geolocation coordi-
nates only, whereas the rest transmitted exact geolocation coordi-
nates. Additionally, we identified another 34 apps that transmitted
or received IP location (e.g., using IP geolocation services such as
ipwhois.io [80]), but we did not consider them as cases of data leak-
age since relying on IP addresses for obtaining user locations does
not often lead to finding accurate user locations. However, 194 apps
declared at least one of Android’s location permissions (see Table 4
in Appendix B). Thus, even though only 7 apps transmitted fine or
coarse location coordinates, the number of apps that had the capa-
bility of accessing children’s location data exceeded that number.
We also found 160 apps that potentially violated Google Play’s poli-
cies by declaring the ACCESS_FINE_LOCATION permission, which
allows accessing child users’ exact locations [21].

However, our results also suggest a considerable decrease in the
number of apps that have the capability of accessing location data.
Only 2.6% of the apps we tested declared ACCESS_FINE_LOCATION
or ACCESS_COARSE_LOCATION, whereas 12% of the apps tested by
Reyes et al. [116] declared one of these permissions. Additionally,
only 9 apps collected coarse or fine geolocation coordinates or
seemed to have the capability of knowing users’ approximate or ex-
act locations using router MAC addresses or router SSIDs, whereas
Reyes et al. [116] identified 256 apps that collected these types of
data (see Table 2).

5.1.3 Contact Information. We identified only one app that col-
lected names and email addresses. The app was DFF-badged and
transmitted both data types to (www.googleapis.com). No apps in
our corpus transmitted phone numbers. We investigated the num-
ber of apps that declared GET_ACCOUNTS or READ_PHONE_STATE,
which are the permissions that regulate access to names, email
addresses and phone numbers. We found 605 and 116 apps that
declared READ_PHONE_STATE and GET_ACCOUNTS, respectively. This
shows the actual number of apps that had the capability to access

this data and also confirms the decrease in the number of apps that
could access children’s contact information when compared to the
results of Reyes’s et al. [116] investigation in 2018. While only 8%
of the apps we tested declared the READ_PHONE_STATE permission,
30% of the apps tested by Reyes et al. [116] did so. Similarly, Reyes
et al. [116] found the GET_ACCOUNTS permission declared in 13% of
the apps they tested whereas our results show that only 1.6% of
those in our corpus did so (see Table 4 in Appendix B).

Thus, the takeaway from this analysis is that while we found
evidence of the decrease in the number of apps that transmitted
or were able to access personal data, third parties were still able
to track children (RQ1). This was likely caused by the use of third-
party SDKs that triggered the transmission of device identifiers.

5.2 TLS Usage
We also investigated the extent to which the apps secure their in-
bound or outbound communications using the Transport Layer
Security (TLS) protocol. Only 51 of the 7,377 apps contained per-
sonal data in their inbound or outbound communications that were
not secured using TLS (SSAIDs: 18 apps; location data: 16 apps;
AAIDs: 12 apps; FIDs: 10 apps; and WiFi MAC: 1 app). For 22 of
them, personal data was transmitted to first-party recipients only,
whereas the recipients of personal data for the 29 remaining apps
were third parties such as InMobi [78] and Umeng [128] (two of
these apps contained personal data in their unencrypted communi-
cations to first-party servers as well). For location data, only one
app included fine GPS coordinates, whereas the remaining 15 apps
only contained IP location in their unencrypted communications.
Twenty-one of the 51 apps displayed DFF badges, whereas 6 were
teacher-approved. While these percentages show that Google Play
was still publishing apps that were not fully utilizing TLS, they
also suggest that the majority of apps were doing so. Thus, find-
ing that less than 1% of apps did not fully adopt TLS shows an
increase in the adoption of TLS in the past few years (RQ1), as
Reyes et al. [116] showed that 40% of child-directed apps suffered
from communication insecurity due to not using TLS.

5.3 Effects of Platform Policies
In this section, we analyze how Google Play’s recent policies im-
pacted developers’ use of third-party SDKs in child-directed apps
and app set IDs as an alternative to other device identifiers. We also
evaluate the extent to which DFF-badged apps were compliant.

5.3.1 Use of Third-party SDKs. We observed the use of several
third-party advertising SDKs that were not on Google’s list of self-
certified SDKs [77], including SDKs provided by Meta [99], Yan-
dex [135] and Start.io [124]. Other apps shared personal data with
SDK providers who do not allow using their SDKs in child-directed
apps (e.g., Flurry [62, 63]).

In the following, we analyze developers’ adoption of third-party
SDK privacy configurations in child-directed apps (RQ2). These
include server- or client-side configurations aimed at communi-
cating to third-party SDK servers whether: (1) children are among
apps’ target audiences, (2) COPPA, GDPR or CCPA provisions are
applicable, (3) users provided consent to data sharing or sale of
personal information, or (4) developers instructed the SDK to stop
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Table 2: Number of unique apps that transmitted personal data across all the tests.

Data type # of apps [all app versions]
(N=7,377)

# of apps [most recent app
versions only] (N=7,377)

Reyes et al. [116] (N=5,855)

Apps

Android Advertising IDs (AAIDs) 824 apps (11.2%) 652 apps (8.8%) 3454 apps (59%)
Android IDs (SSAIDs) 720 apps (9.8%) 611 apps (8.3%) NA
Geolocation data (excluding IP loca-
tion)

7 apps (0.09%) 7 apps (0.09%) 184 apps (3%)

WiFi MAC 2 apps (0.03%) 1 app (0.01%) NA
Router BSSIDs 2 apps (0.03%) 2 apps (0.03%) 101 apps (2%)
Router SSIDs 2 apps (0.03%) 2 apps (0.03%) 148 apps (2.5%)
Names 1 app (0.01%) 1 app (0.01%) NA
E-mail addresses 1 app (0.01%) 1 app (0.01%) 107 apps (1.8%)
Phone numbers none none 10 apps (0.17%)
App set IDs (N=4,975) 562 apps (11.3%) 562 apps (11.3%) NA
Firebase installation ID (FIDs) 2115 apps (29%) 2080 (28.2%) NA

GMS/GSF
AAIDs 702 apps (9.5%) 666 apps (9%) NA
SSAIDs 8 apps (0.11%) 7 apps (0.09%) NA
FIDs 579 apps (8%) 556 apps (7.5%) NA

collecting certain data types (e.g., AAIDs). Detailed measurements
are provided in Tables 5 and 6 in Appendix D.
Configurations for Child-Directed Treatment.We examined
the use of COPPA-related configurations in apps that shared per-
sonal data with third-party servers contacted by the SDKs we tested
(Section 4.3). Given that Google’s policies prohibit collecting AAIDs
from children [21], we focused on understanding whether devel-
opers correctly used privacy configurations for third-party SDKs
embedded in their apps and whether correct usage of such configu-
rations affected sharing of AAIDs with third parties (Section 4.3).
We found Meta’s SDK [99] within 24 apps, 20 of which transmitted
AAIDs while incorrectly setting Meta’s COPPA flag [95] to false
and none set it to true. However, we observed higher levels of
adoption of COPPA-related configurations offered by a number
of other advertising SDKs, including ironSource [85], Unity [54],
Google AdMob [3], and AdColony [2]. Of the 299 apps that com-
municated with ironSource [85], 94% correctly set is_coppa or
is_child_directed to true, which are based onmandatory server-
side and optional client-side configurations, respectively [82]. Of the
56 apps that transmitted AAIDs to ironSource [85], 73% used at least
one of these configurations correctly, 16% used them incorrectly,
and 11% did not use them. Developers who use ironSource [81, 85]
as an ad mediation platform are also offered a set of optional privacy
signals that can be propagated to their selected ad provider (e.g.,
Applovin_AgeRestrictedUser for developers who instruct iron-
Source [81, 85] to request ads from AppLovin [11]). We identified
191 apps that correctly used at least one of these configurations
and none incorrectly did so (see Table 5).

Of the 741 apps sending data to Unity [54], 61% signaled that
they were child-directed through a server-side configuration. Only
20 of these correctly-configured apps transmitted AAIDs to Unity,
whereas the remaining apps that did so either signaled that they
were not child-directed (36) or did not set a signal in their trans-
missions (73). Sixty-five percent of apps that communicated with
InMobi [30, 78] similarly signaled that COPPA applies to them, 15%
of which transmitted AAIDs to InMobi [78]. For Google AdMob [3],

wemonitored the use of setTagForChildDirectedTreatment and
the related setTagForUnderAgeOfConsent, which are client-side
configurations. The values of tag_for_child_directed_treat-
ment and tag_for_under_age_of_consent are set based on these
configurations, respectively. We found that at least one of these
configurations was used correctly by 37.5% of the 3,147 apps that
communicated with doubleclick.net or another of Google’s do-
mains, which is fundingchoicemessages.google.com.8 Of the 64
apps that shared the AAID with one of these endpoints, 32 apps set
one or both of these signals to their correct values, 29 apps signaled
that they were not child directed, and 3 apps did not use any of
them.

For AdColony [2], we monitored the use of coppa_required
and is_child_directed, which are set client side, and a coppa
signal based on a server-side configuration [2]. Of the 158 apps that
communicated with AdColony, 93% correctly used at least one of
these configurations. Of the 34 apps that transmitted AAIDs to Ad-
Colony, 26 set coppa_required or coppa to true, 8 incorrectly set
one or both to false, and none set is_child_directed to true,
which prevents transmission of AAIDs [1]. The same configuration
was correctly used by another 109 apps to disable collecting AAIDs
from children. Similarly, we searched the data sent to Vungle [131]
by 203 apps to measure adoption of its is_coppa signal, which is
based on an optional client-side configuration [130], and found it
to be correctly set to true by 82%. None of the apps that correctly
used this configuration transmitted AAIDs to Vungle, whereas 5
misconfigured apps did so. Chartboost’s addDataUseConsent func-
tion [31, 51] to set coppa to true in outbound transmissions had
a similar effect, as none of the 39 apps that did so transmitted
AAIDs to Chartboost [31]. Additionally, none of the apps that com-
municated with Yandex [135] or Appodeal [12] used their privacy
configurations correctly; neither of which are on Google’s list of

8In certain cases, a signal was sent to one of these endpoints (e.g., doubleclick.net),
but AAIDs were sent to the other (e.g., fundingchoicemessages.google.com). Since
both of them belong to Google and AdMob’s User Messaging Platform SDK [5] com-
municates with the latter, we assumed that they are related.
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certified SDKs [77]. Furthermore, although AppLovin [11] is no
longer on this list [77] and that integrating it in apps that are pri-
marily child-directed is against its terms of service [10], 49 apps
shared AAIDs with AppLovin, only 6 of which signaled that they
are child-directed through a client-side configuration.

After comparing the number of apps with COPPA-related signals
set to correct values in their transmissions with those that signaled
that they were not child-directed, we identified 72 apps that set dif-
ferent signals to conflicting values. They either set COPPA-related
signals that belong to the same SDK to conflicting values or did so
for signals that belong to different SDKs embedded in their apps. We
additionally found developers who correctly used COPPA-related
signals in some of their apps, and at the same time incorrectly used
them in other of their child-directed apps. These cases demonstrate
the difficultly developers are experiencing with configuring SDKs
for child-appropriate treatment.

In 2018, Reyes et al. [116] quantified the use of COPPA-related
configurations provided by Meta [99] and Unity [54]. While they
found correct usage of Unity’s COPPA configuration [54] in only
16.5% of the apps that used Unity, we show that this percentage
increased to 61% (RQ1). Although our corpus included only 24 apps
that embedded Meta’s advertising SDK [99], none of these apps set
its COPPA flag to true. However, Meta prohibits use of its SDK in
apps that are primarily child directed; the COPPA flag is provided
to identify child users of mixed-audience apps [95]. Therefore, this
suggests an improvement in apps’ privacy behaviors (i.e., a decrease
in the number of apps that used Meta’s advertising SDK).
Configurations forCCPACompliance.Weobserved varying lev-
els of adoption of configurations that instruct third parties not to sell
users’ personal data to other parties. Of the apps that communicated
with AdColony [1], Vungle [130], and ironSource [82], 72%, 73%
and 68.5% opted out children residing in California from data sales,
respectively. Related configurations offered by Unity [52, 54], Chart-
boost [31, 51], InMobi [30], Google AdMob [3, 4], AppLovin [10],
and Flurry [63] received lower adoption (see Table 6). However,
some of these SDKs offered server-side configurations that did not
result in transmitting discernible signals in inbound traffic, and thus
our results can be considered a lower bound for the adoption of
these configurations. Furthermore, it is unclear whether apps that
failed to correctly use these configurations were subject to compli-
ance with the CCPA [102]. Answering this question might require
estimating the sizes of developers’ organizations, their revenues
or the number of California residents who used their apps, which
we leave to future work. We also found signals that communicated
that users consented to data sharing when they did not. Since most
of them were offered for GDPR compliance purposes and we tested
apps from California, we leave verifying this observation to future
work aimed at testing child-directed apps from the EU.
Other Configurations.We investigated the adoption of configura-
tions that result in requesting non-personalized ads or preventing
the transmission of personal data. Unity [54] offers a server-side
option that allows disabling personalized advertising when indicat-
ing that an app is not child-directed through a server-side control.
The user.nonBehavioral is another signal, which serves a sim-
ilar purpose but can be set using a client-side configuration [54].
None of the apps that incorrectly used Unity’s COPPA configura-
tion disabled personalized advertising using any of these controls.

Meta’s analytics SDK [96] offers a client-side control that prevents
transmitting AAIDs, and which results in setting a signal called
advertiser_id_collection_enabled in exchanged communica-
tions. This was correctly used by only 22% of the apps that embed-
ded this SDK. Similarly, 75% and 87% of apps that communicated
with ironSource [82] and Vungle [130], respectively, disabled col-
lecting AAIDs. We additionally found Google AdMob’s npa flag
correctly used by 342 apps to disable personalized advertising, 71%
of which correctly used a COPPA-related signal (e.g., tfcd) and
only 6% are of those that signaled that they are not child-directed.

The general takeaway from our analysis of third-party SDK
configurations is that developers were clearly not using all the
privacy configurations that were offered to them by third-party
SDKs, and also did not consistently use them in all of their apps.
SDK Versions. Google also specifies the minimum versions of
third-party advertising SDKs that can be embedded in children’s
apps [77]. For six of the SDKs that were included on Google’s
list [77], we investigated whether allowed versions were used. We
found that 31%, 28% and 10% of the apps that integrated Chart-
boost’s [31], Unity Ads’s [54], and InMobi’s [78] SDKs, respectively,
used a version below the minimum version allowed [77]. The same
applies to 8%, 5% and 4% of apps that integrated AdColony’s [2],
Vungle’s [131], and ironSource’s [85] SDKs, respectively.

5.3.2 App Set IDs. The app set ID is an identifier that Google
recently introduced to allow obtaining analytics about app usage
while preventing cross-device tracking or long-term tracking across
apps released by different developers [16, 40, 47, 48]. Unlike AAIDs,
which are the same for all apps installed on the same device until
they get reset by users using system settings, app set IDs can only
uniquely identify transmissions from apps released by the same
developer on Google Play that are installed on the same device [40,
47, 48]. Unlike SSAIDs, which can similarly identify apps associated
with a specific developer on the same device, the values of app set
IDs change to new values once users uninstall all apps that share a
common app set ID value, whereas changing SSAIDs requires users
to factory reset their devices [43, 48]. Google’s policies prohibit
using app set IDs to target ads to child users and collecting it
alongside certain other types of personal data [20, 73].

Of the 4,975 apps that we tested in the second round, 562 trans-
mitted app set IDs. However, 30% of these 562 apps generated
outbound transmissions that shared app set IDs and AAIDs (107)
(see Figures 4 and 5), SSAIDs (67) or FIDs (1) with the same data
recipients. The top data recipients in these cases were third-party
SDK providers, such as SupersonicAds [85] (81), AdColony [2]
(30), InMobi [78] (26), AppLovin [11] (23), and Chartboost [31] (16).
While 69% of the 562 apps did not include additional identifiers in
transmissions that contained app set IDs, 12% of these 389 apps did
not consistently use app set IDs as replacement to other identifiers
in all their transmissions, since they included AAIDs or SSAIDs
in other transmissions. These findings show that while apps were
starting to use app set IDs as an alternative to other device IDs, not
all apps were utilizing its privacy properties (i.e., many apps gave
third parties the ability to link app set IDs with other data types).

5.3.3 Designed for Families Badge. While complying with Google’s
families policies is mandatory for all apps that target children,
developers may optionally include the “Committed to follow the
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Play Families Policy” badge within their privacy labels [21, 22].
We examined whether having the badge displayed implied apps’
compliance with Google Play’s policies. Of the 3,684 apps that used
the badge, we found:

• 698 apps (19%) transmitted AAIDs, 361 (10%) of which did
so to domains other than app-measurement.com;

• 449 apps (12.2%) targeted Android 13 and declared the AD_ID
permission;

• 340 apps (9.2%) transmitted AAIDs alongside app set IDs,
FIDs or SSAIDs to the same recipients, 106 (2.9%) of which
did so to domains other than app-measurement.com;

• 163 apps (4.4%) transmitted AAIDs to third-party advertising
or analytics services without using any of their COPPA or
CCPA privacy configurations correctly;9

• 145 apps (4%) prepared data safety labels that included at
least one disclosure mistake about the personal data they
transmitted;

• 97 apps (2.6%) declared the ACCESS_FINE_LOCATION permis-
sion;

• 89 apps (2.4%) transmitted AAIDs, SSAIDs, or app set IDs
to providers of third-party advertising SDKs, which are not
on Google’s list of self-certified advertising SDKs [77] (Ap-
pLovin [11] and Yandex [135]);

• 71 apps (1.9%) embedded a version of a self-certified adver-
tising SDK (Unity Ads [54], AdColony [2], ironSource [85],
Chartboost [31], InMobi [78] or Vungle [131]) that Google
Play prohibits embedding in child-directed apps [77]; and

• 21 apps (0.6%) did not use TLS in all their communications
that contained personal data.

These percentages show that DFF-badged apps were not neces-
sarily compliant with Google Play’s families policies [21].

5.4 Data Safety Labels
We analyzed the data safety labels of the 828 apps that transmitted
AAIDs, fine or coarse geolocation coordinates, WiFi MAC addresses,
router SSIDs, router BSSIDs, names, or email addresses (see Table 2).
Of these apps, 491 had disclosure issues in their labels. Of the 491
apps, 393 either did not have a label (284) (Figure 9) or had a label
that explicitly stated that no personal data is collected or shared
by their apps (109) (Figure 8). Of the 207 apps that posted inaccu-
rate labels, 200 did not disclose at least one of the data types they
transmitted and 121 apps did not have all the correct purposes for
the data types they collected and/or shared listed in their labels.
Additionally, 70% of the 207 apps had the DFF badge in their inac-
curate labels. After excluding the 172 apps that we did not observe
continuing to transmit certain data types in their later versions, the
number of apps that had disclosure mistakes decreased from 491
to 399 (61% of 657). Table 3 summarizes how this improved over
time for the apps that we observed transmitting AAIDs, location
data, MAC addresses, router SSIDs or BSSIDs, names, and email
addresses.

We investigated whether developers’ use of “data is encrypted
in transit” versus “data isn’t encrypted” in their labels was accurate.

9We assumed that a client- or server-side privacy configuration was not used when we
did not find the corresponding privacy signal in inbound or outbound transmissions.

Table 3: Disclosure inaccuracies in privacy labels.

# of apps (N=828)
[all app versions]

# of apps (N=657) [re-
cent versions only]

Total number of apps
that have DSLmistakes

491 399

# of apps that did not
have DSLs

284 259

# of apps that did not
disclose a data type

200 134

# of apps that did not
disclose a purpose

121 96

Of the 51 apps that did not use TLS in transmissions that contained
personal data (Section 5.2), only 20 apps disclosed that encryption
was not used, whereas the rest either incorrectly stated that encryp-
tion was used when it was not (9), or did not make any disclosures
about whether data was encrypted in transit (22). Five of the 20
apps initially disclosed that encryption was used when it was not,
but updated their labels to state that it was not used instead of
securing their unencrypted communications.

We examined whether the 2,578 apps that transmitted SSAIDs,
app set IDs, and FIDs to domains other than app-measurement.com
disclosed doing so in their labels and found that 57% (1,472) of them
did not, 53 of them updated their labels to disclose transmitting
“device IDs,” whereas 42 removed this data type from their labels
after our initial tests. Of the 2,831 apps that transmitted any of the
data types in Table 2 to domains other than app-measurement.com,
59% either did not have label or had one that did not disclose all
the data types they transmitted (RQ2). Fifty-seven of these apps
fixed their labels after the first testing round to add the relevant
disclosures and 41 removed mention of device identifiers, despite
continuing to transmit them during our testing.

The improvement in apps’ privacy practices over time was also
corroborated by observing that the number of apps without labels
decreased from 2,189 in the first testing round to 499 in the second
round. Of the apps tested in both rounds, 177 of the apps that
initially did not have a label updated their app listing to publish
one. Thus, the total number of apps that did not have a data safety
label in any of the two testing rounds was 2,071. The improvements
observed between the two testing rounds could have resulted from
developers reacting to Google Play’s notifications that informed
them that their labels “will be invalidated” unless they include
accurate disclosures by specific enforcement deadlines [122].

Our results also suggest that developers were not always able to
correctly follow Google Play’s classification of data types or pur-
poses, or understand Google Play’s distinction between collected
versus shared data types [22] when preparing their labels. For ex-
ample, we found developers who transmitted AAIDs to advertising
services while not considering doing so as data sharing, or used
“app functionality” as a purpose for doing so instead of using “adver-
tising or marketing.” Additionally, 113 of the apps that transmitted
device identifiers used “user IDs” instead of “device IDs” in their
labels, which could suggest that their developers were unable to
distinguish between these two data types.
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6 Developer survey
We recruited developers of child-directed apps to participate in a
follow-up survey that focused on understanding developers’ expe-
riences with configuring third-party SDKs for privacy compliance
and preparing their apps’ privacy labels. It also asked about the
privacy guidance that they rely on (if any) or need to satisfy their
compliance obligations (see Appendix A). It also helped us shed
light on the phases of the development process where privacy guid-
ance is most likely to be used and the specific privacy guidance
formats that developers would like to have (e.g., privacy checklists,
app templates, and interactions with experts).

We used emails found in apps’ Play Store listings to invite 2,378
developers to participate in the survey and sent invitations to de-
velopers through their publicly-available accounts on social media.
The contacted developers were part of app development organiza-
tions whose child-directed apps were available on Google Play. To
incentivize participation, we offered respondents the option to enter
a drawing for one of five $200 Amazon gift cards. We received 53
complete responses to our survey. This response rate is consistent
with the rates observed in related studies that sent surveys to the
same population (e.g., [6, 56]).

6.1 Results
This section summarizes the results of our survey. For open-ended
responses, two researchers qualitatively coded them using a code-
book that they jointly developed after analyzing a subset. During
this process, they frequently met to discuss coding results and
resolve disagreements until they reached a Cohen’s 𝜅 score of 0.90.
Working with Third-Party SDKs. Most of the respondents in-
dicated that their apps embedded SDKs that shared personal data
with some of the third parties listed in Tables 5 and 6 for advertising
or analytics purposes. Of the 53 respondents, 49%, 20%, 15%, and 6%
used SDKs in their apps that shared data with Google AdMob [3],
Unity Ads [54], Meta [96, 97], and ironSource [85], respectively.
While 74% of respondents indicated familiarity with third-party
SDK privacy configurations, only 55% used them in some or all of
their apps (RQ3). Those who did not use privacy configurations
despite their familiarity with them provided a number of justifica-
tions. They indicated that either Google Play accepted their apps
regardless, there is no need to configure SDKs included on Google
Play’s list of certified SDKs [77] for compliance, the SDKs were
compliant by default, or that they did not understand how to do so.
Furthermore, 64% and 69% of respondents found configuring SDKs
for compliance or keeping them up-to-date to be challenging, re-
spectively. They provided a number of reasons that can explain why
not all of the apps we tested used privacy configurations correctly
(Tables 5 and 6). These include shortcomings in SDK developer
documentation that led developers to be unable to identify or cor-
rectly use the specific configurations applicable to their apps and
the operational overhead associated with keeping up with the fre-
quent updates made by SDK providers to these configurations. One
respondent explained: “you have to read all the manuals and find
some information in the bottom spots of some instructions which make
creating these environments troublesome" (R46).

We also examined whether they understood the consequences
of not using privacy configurations and found that 40% said that

their apps could get removed from the store as a result. This find-
ing further demonstrates the power of app platforms in shaping
developers’ perceptions about the consequences of not addressing
privacy issues, which might subsequently lead them to improve
their privacy practices. However, 45% trusted that the data collec-
tion practices of third-party SDKs would not introduce privacy
compliance issues. This could therefore explain why privacy issues
that result from developers’ use of third-party SDKs might not get
addressed until developers get notified by the store about them.
Preparing Privacy Labels. Thirty-percent of respondents found
the task of preparing data safety labels to be difficult. While 57% of
respondents’ organizations dedicated parts of their development
processes to this task (RQ3), 60% did not employ traffic analysis
tools to identify data types transmitted by their apps before submit-
ting their labels. Furthermore, 45% tasked development teams with
filling out Google Play’s data safety questionnaire, whereas the rest
assigned this task to non-technical teams. This could explain the
observed discrepancies between the actual behaviors of the tested
apps and their labels (Section 5.4). Two main approaches were re-
lied on for guidance on what to include in data safety labels, which
were third-party SDK documentation and notifications received
from Google Play. One explained: “Sometimes we know the answer,
sometimes we choose at random...and then we wait for a decision from
Google Play. If something is wrong, fix it and re-upload” (R31).

Only 21% of respondents stated that Google Play does not check
the accuracy of disclosures included in privacy labels. Fifty-three
percent of respondents, however, believed that these labels should
be automatically prepared by the store. Respondents expressed
challenges with mapping their apps’ data practices to Google Play’s
classification of data types [22], frequently maintaining their labels
to reflect changes in their apps’ practices, and identifying the prac-
tices of third-party SDKs that need to be reflected in their labels.
This is supported by the analysis presented in Section 5.4, as most
of the observed discrepancies were caused by sharing of personal
data with third parties. One participant explained: “Even Google
SDKs like AdMob don’t provide specific answers about how to fill out
the Google data safety sheets. It is difficult to find out how to do it
correctly” (R18).
Access to Privacy Guidance. Only 42% of respondents indicated
that their organizations provided themwith guidance on how to ful-
fill their privacy compliance obligations. This was mostly presented
in checklists, templates for privacy policies, or descriptions of com-
pliance requirements. Additionally, 81% expressed their willingness
to add better support for privacy compliance in their processes
once they are provided with proper guidance that can help them do
so. This included having privacy checklists, reference apps demon-
strating how to avoid common privacy issues, and the ability to
interact with experts who can provide specific technical or legal
advice. Many also needed guidance on how to avoid compliance
issues that result from embedding third-party SDKs. Specifically,
they needed to be guided through how to use SDK privacy configu-
ration options, how to understand whether collected data would
be used for prohibited purposes, and how to identify the types of
personal data collected by SDKs. This provides further support for
the results of our technical analyses, which showed that most of
the detected issues were due to improper use of third-party SDKs.
For example, one respondent explained that they wanted a “list of
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identifiers used by the SDK and reference to relevant regulations for
their use” (R38).

As for when in their development processes they would be most
likely to use this guidance, most respondents indicated that they
would use it during the development (58%) or testing (36%) phases
of their processes. However, 57% also preferred to have Google Play
present this guidance as part of the app submission process. This
provides further evidence of the powerful impact that platforms
could have on developers’ privacy compliance processes.

The results of this survey therefore show that many developers
added support for configuring third-party SDKs for compliance in
their development processes and were adapting to Google Play’s
requirement that asked them to prepare data safety labels. However,
they were also facing challenges with these tasks and needed to be
guided through how to correctly use these privacy controls.

7 Discussion
This study showed a drastic decrease in the number of apps that
transmitted children’s personal data or did not encrypt their com-
munications. However, it also showed that use of third-party SDKs
was still causing many types of privacy issues.
Third-Party SDK Developers. Misuse of third-party SDKs led
to developers not accurately disclosing their apps’ practices and
the sharing of children’s personal data. While Google Play made
major updates to its policies in the past few years [112], these
policy efforts are still not eliminating privacy issues caused by
the use of third-party SDKs. This is also limiting the efficacy of
Google Play’s recently-introduced data safety labels [22] that aim to
provide users with higher levels of transparency. Developers’ lack
of understanding of the behaviors of third-party SDKs embedded
in their apps not only allowed sharing of personal data, but also
enabled linking of identifiers, over-privileging apps, and publishing
inaccurate data safety labels (Sections 5.1 and 5.4).

Currently, third-party SDKs are not aligning their practices with
Google Play’s policies [109]. While the policies prohibit collecting
AAIDs from children, correct use of their privacy configurations did
not necessarily prevent collecting AAIDs from children or linking
them with other identifiers (see Figures 4 and 5, and Tables 5 and 6).
Use of third-party SDKs also led to sharing app set IDs with adver-
tising services even though the policies do not allow using them
for advertising purposes [20, 73]. Such shortcomings in the designs
of third-party SDKs can lead to privacy compliance issues, as we
demonstrate, even if SDKs are correctly configured for compliance.

Improvements can (and should) be made to the design of third-
party SDK privacy configurations to reduce the operational over-
head associated with using them. These include reducing the num-
ber of configuration options that developers need to use for each
SDK and also standardizing them across the industry. As depicted
in Tables 5 and 6, third-party SDKs currently have different con-
figuration options that can be used for different purposes, which
increases the likelihood of misconfiguring them. Before using iron-
Source’s SDK [85], for example, developers must decide on which
of its two server-side and five client-side options to use to comply
with COPPA, GDPR, and the CCPA [82]. To reduce the number of
configurations, third-party SDK providers could utilize publicly-
available metadata about apps (e.g., whether they are DFF-badged

or teacher-approved) to determine whether they are primarily child-
directed and disable targeted advertising accordingly (i.e., without
developers needing to take action). This feature is currently partly
supported by Google AdMob [3], but not by other SDK providers.
Many privacy issues could also be eliminated once third-party SDKs
use privacy-preserving defaults. While we showed an overall im-
provement in apps’ privacy practices, more progress can therefore
be achieved once third-party SDK providers do their part in helping
reduce the burden of compliance on developers.
The Google Play Store. The observed overall improvement in
apps’ privacy practices is likely the result of developers adapt-
ing to changes made to Google Play’s policies over the past few
years [109, 112]. This shows that Google Play is in a powerful posi-
tion to influence organizational privacy practices worldwide. Given
the various privacy issues that are still present in child-directed
apps, there is a need for further strengthening Google Play’s en-
forcement efforts to protect children’s privacy. Google Play might
also need to utilize its powerful position to educate developers
about how privacy compliance issues can be identified and ad-
dressed early in their development processes. To do so, the various
points of interaction between Google Play and developers could
be leveraged to raise developers’ awareness about how to build
privacy-preserving apps. These are mainly Google Play’s developer
console [108], e-mail notifications, and policy documentation [109].

Despite the drastic reduction in the number of child-directed
apps that transmitted personal data, improper use of third-party
SDKs is still the leading root cause of privacy issues. While Google
Play is continuously improving its developer policies, it appears
to not be comprehensively auditing the practices of third-party
SDKs before including them on its list of certified SDKs [25, 77].
Instead of requiring SDK developers to self-certify their compliance
with Google Play’s policies [25], the certification process should
involve performing technical investigations of third-party SDKs’
data collection practices frommultiple perspectives. There aremany
heuristics that can be employed in this process, which include
examining the effects of using SDK privacy configurations on data
collection, understanding the extent to which SDKs are able to link
different data types, and detecting whether SDKs are using side
channels to access personal data [115]. Employing a comprehensive
auditing process of SDKs’ privacy practices is therefore likely to
improve the effectiveness of Google Play’s enforcement efforts.

Anecdotal evidence suggests that Google Play has been auditing
apps’ data transmission practices to verify the accuracy of data
safety labels [121, 122]. As part of its ongoing enforcement efforts,
developers have been receiving notifications requiring them to
update their labels once discrepancies are detected. While this
approach is likely leading many developers to fix disclosure issues
detected in their labels, following a proactive approach to perform
such audits might be more effective. Google Play can incorporate
features that provide developers with real-time feedback about their
apps’ privacy practices as part of the app submission process [108].
This would prevent developers from publishing apps that have
privacy issues, allow them to understand their apps’ data practices,
and resolve privacy issues early in their development processes.
We showed that 60% of survey respondents did not have access to
traffic analysis tools (Section 6.1), which emphasizes the need for
providing developers with this type of feedback.
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Google Play’s developer console [108] could also utilize data
entered during the app submission process to provide customized
privacy guidance. While Google Play has access to data about apps’
target audiences and the countries where apps are available to users,
this data could be utilized to raise developers’ awareness about their
compliance obligations. Google Play’s enforcement efforts should
also prevent developers from making inaccurate representations
to users through its badging system. For example, while the DFF
badge allowed developers to communicate their commitment to
complying with Google’s policies [21, 22], we showed that even
DFF-badged apps suffered from privacy issues (Section 5.3.3).
Regulators and Policy Makers.Most of the data sharing issues
resulted from failures to apply data minimization principles by
third-party SDKs. Sharing of personal data even when privacy con-
figurations were used correctly and including different identifiers
in the same transmissions are two prominent examples. This calls
for the need of adding more restrictions to existing legal provisions
that allow collecting device IDs for certain purposes. For instance,
restricting the number of identifiers that can be collected by third
parties who are relying on COPPA’s internal operations exception
could lead to further improvements in overall privacy practices [34].

Our results showed that Google Play’s policy efforts can shape
privacy practices of development organizations publishing apps
from various countries of the world. Measuring adoption of differ-
ent types of SDK privacy configurations also demonstrated how
developers are responding to requirements of federal (i.e., COPPA)
versus state regulations (i.e., CCPA) in the US. However, the effects
of Google Play’s efforts on worldwide developer privacy practices
raise the question of whether enacting more privacy regulations in
various regions of the world is introducing unnecessary complexity
to development processes. Given the differences in the regulatory
requirements of privacy regulations, unifying privacy requirements
of different privacy regulations enacted in one country (e.g., fed-
eral and state regulations in the US) or across countries is likely to
reduce the burden of compliance on developers.

While our investigations applied specifically to child-directed
apps, we still show that app platforms are in a powerful position to
make drastic improvements in developers’ privacy practices. Future
work could therefore explore the feasibility of aligning platform
policies with the requirements of applicable privacy regulations
and the specific roles that app platforms can play in enforcing the
requirements of privacy regulations on all app populations.

8 Limitations
We used technical and qualitative methods to understand how plat-
form policy changes impact development practices. However, a few
factors could have introduced a degree of uncertainty to our re-
sults. First, while we also considered apps that are not DFF-badged,
all developers of child-directed apps are required to comply with
the families policies [21], just as they are required to comply with
COPPA. For this reason, and because we wanted to identify as many
child-directed apps as possible, comparing our results to those of
Reyes et al. [116] is slightly confounded because Reyes et al. only ex-
amined apps that were enrolled in DFF (i.e., a subset of apps subject
to COPPA). Second, traffic obfuscation could have affected our anal-
ysis of traffic data. However, we employed advanced de-obfuscation

techniques that were verified in the literature, and therefore our
results can be considered a lower bound for the types of privacy
issues that exist in the general population of child-directed apps.
Third, there could have been privacy configurations that we did
not consider due to: (1) developers using old SDK versions that
offered different configurations or (2) SDKs employing server-side
configurations that do not trigger sending privacy flags. To address
this limitation, we repeatedly monitored third-party SDK documen-
tation to test the updates made to their privacy configurations over
the prior two years and tried to identify other indicators of the use of
server-side configurations (e.g., not transmitting AAIDs when used
correctly). Fourth, although Google’s list of self-certified SDKs [77]
was updated after our pilot tests to specify the minimum allowed
SDK versions and removed AppLovin [11], we included these in
our measurements to understand developers’ privacy practices at
that point in time.

9 Ethics
The survey we distributed to app developers was IRB-approved by
our university. To preserve respondents’ privacy, we did not collect
identifiable data from them other than an email address that we
stored separately from the survey data. We also allowed developers
to participate without providing their email addresses. Participation
in our survey was voluntary and informed consent was obtained
from all the respondents. For recruitment, we used the publicly
available email addresses posted by developers on their app listing
on the Google Play Store. When we sent our email invitations, we
included an option that allowed developers to opt out from any
future communications from us. While our large-scale crawling
of the Google Play Store to identify and test child-directed apps
could have put some pressure on the store, our crawling approach
is consistent with those followed in prior related studies (e.g., [116]).
Furthermore, since apps were downloaded over a long period of
time (i.e., several weeks) using several Android devices, it is unlikely
that our approach negatively impacted the store.

10 Conclusion
We investigated the privacy practices of child-directed apps that
were available on Google Play in 2023. Based on comparisons of
our results with those observed in 2018, we found evidence of con-
tinuous improvements in the privacy behaviors of these apps. This
is likely due to the changes made to Google Play’s policies over the
past few years and developers becoming increasingly aware of their
compliance responsibilities. However, we also show that the com-
munity is yet to address one of the leading causes of privacy issues,
which is developers’ inabilities to use third-party SDKs in ways that
do not negatively affect their compliance with platform policies
and applicable privacy laws. This is contributing to the persistence
of the same types of privacy issues that were observed in 2018.
It is also negatively affecting the effectiveness of app set IDs and
leading to the prevalence of disclosure issues in privacy labels, both
of which are recently-introduced interventions aimed at providing
users with higher levels of privacy. Furthermore, while adoption of
third-party SDK privacy configurations is increasing, developers
are still struggling to correctly use them across their apps. The re-
sults of a follow-up developer survey showed that while developers
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were making changes to their development processes in response
to recently-introduced platform policies, use of third-party SDKs
was still leading to the presence of privacy issues. Taken together,
our findings demonstrate the need for providing developers with
actionable privacy guidance and shed light on how Google Play
can further strengthen its policy enforcement efforts.
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A Developer survey
This section lists the questions included in our developer survey
which helped us evaluate the extent to which configuring third-
party SDKs for child-appropriate treatment and preparing accurate
privacy labels are supported within existing app development pro-
cesses. The survey also asked developers about the types of privacy
guidance that they relied on and their perspectives on how such
guidance can be improved.
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A.1 Part 1: Third-party Software Development
Kits (SDKs)

(1) Which of the following third-party SDK providers receive
personal data from the child-directed apps that you published
on the Google Play Store?

(2) For what purposes does your organization use third-party
SDKs in its mobile apps?

(3) Many third-party SDKs offer privacy configurations that can
be used to signal to an SDK that children are among an app’s
target audiences, that a user has provided consent (or not) or
to limit the collection of certain data types (e.g., advertising
IDs and location data). Are you familiar with such types of
third-party SDK privacy configurations?

(4) To what extent does your organization make use of third-
party SDK privacy compliance configurations/settings to
limit data sharing with third parties?

(5) What are the potential consequences to your organization for
not configuring third-party SDK privacy compliance settings
correctly?

(6) To what extent does your organization find that it is chal-
lenging to correctly use third-party SDK privacy compliance
configurations to comply with applicable privacy regula-
tions?

(7) What kind of challenges did your team experience in their
effort to configure third-party SDKs for compliance with
privacy regulations?

(8) Does your organization dedicate resources to ensuring that
third-party SDKs bundled within your organization’s mobile
apps are kept up-to-date?

(9) To what extent does your organization trust that personal
data collected by third-party SDKs through your app(s) will
not be used for purposes that are prohibited (e.g., behavioral
advertising) under applicable privacy laws or the Google
Play Store policies?

(10) What kind of improvements/changes would your organi-
zation like third-party SDK providers to make in order to
make it easier for your organization to use third-party SDK
privacy compliance configurations correctly?

A.2 Part 2: Data Safety labels
(1) Who is responsible for filling out the details for your apps’

data safety labels?
(2) How would you rate the difficulty of accurately filling out

the details required for data safety labels on the Google Play
store?

(3) Does your development process dedicate time and/or re-
sources to ensuring the accuracy of information included in
your apps’ data safety labels?

(4) If Yes, what kind of process did your team(s) follow to ensure
the accuracy of the information included in your apps’ data
safety labels?

(5) How does your team(s) identify the types of data collected
by third-party SDKs before filling out your apps’ data safety
labels?

(6) Do you use any dynamic or static testing tools that allow
you to identify the types of data collected by your app(s)
before filling out the details needed for data safety labels
(e.g., tools for capturing network traffic)?

(7) If Yes, could you provide more details on the tools that you
use for testing your app(s) to identify the types of data your
app(s) collect and/or share?

(8) What kind of challenges did your team(s) face while filling
out the details required for your apps’ data safety labels?

(9) If you were to make changes to the Google Play developer
console to make the process of filling out data safety labels
easier for app developers, what would you do?

(10) Should filling out the details of the data safety label be auto-
matically done by Google Play instead of leaving this task
to app developers?

(11) Do you believe that Google checks your app(s)’ data safety
label(s) for accuracy?

(12) In your opinion, what are the potential consequences for
having inaccuracies in the disclosures made in apps’ data
safety labels?

A.3 Part 3: Privacy guidance for app developers
(1) What kind of resources do you have access to through your

organization for guidance on how to improve the privacy of
your app(s) or fulfill your privacy compliance obligations?

(2) Does your developer organization currently provide you
with specific guidance or resources to help you improve the
privacy of your app(s) or comply with applicable privacy
regulations?

(3) If Yes, what kind of privacy guidance do you currently have
access to?

(4) If you were to be offered privacy guidance, would you use it
in your development tasks?

(5) If Yes, what type of privacy guidance would you most want
to have?

(6) Where, in your development process, do you think that devel-
oper privacy guidance would bemost likely to be considered?

(7) If you were to be offered a specific type of privacy developer
guidance, in what format would you like to receive this
guidance?

(8) Where would you like to see the privacy developer guidance
presented to you?

(9) What kind of content in third-party SDK documentation do
you find challenging to understand or find?

(10) What kind of help do you need to understand the data col-
lection behaviors of third-party SDKs integrated in your
app?

(11) If you were to be offered a specific type of documented
privacy developer guidance, what type of technical content
would you like this guidance to have?

(12) If you were to be offered a specific type of documented
privacy developer guidance, what type of legal contentwould
you like this guidance to have?
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(13) Assuming that we provided you with documented guidance
to help you improve the privacy of your app(s), what else
would you need?

B Declared permissions
Table 4 demonstrates the number of child-directed apps that de-
clared permissions which allow accessing children’s personal data.

Table 4: Number of apps that declared Android permissions.

Permission # of apps (N=7,377)

READ_EXTERNAL_STORAGE 2793 apps (38%)
AD_ID 1901 apps (26%)
CAMERA 688 apps (9.3%)
READ_PHONE_STATE 605 apps (8.2%)
ACCESS_FINE_LOCATION 160 apps (2.2%)
ACCESS_COARSE_LOCATION 152 apps (2.06%)
READ_MEDIA_IMAGES 122 apps (1.7%)
GET_ACCOUNTS 116 apps (1.6%)
READ_MEDIA_VIDEO 103 apps (1.4%)
READ_MEDIA_AUDIO 94 apps (1.3%)
READ_CONTACTS 34 apps (0.46%)
ACCESS_MEDIA_LOCATION 4 apps (0.05%)
ACCESS_BACKGROUND_LOCATION 2 apps (0.03%)
BODY_SENSORS 2 apps (0.03%)
READ_PHONE_NUMBERS 2 apps (0.03%)
READ_SMS 0 apps (0%)
BODY_SENSORS_BACKGROUND 0 apps (0%)

C Traffic snapshots

Figure 4: Collection of AAIDs and app set IDs alongside each
other despite correct use of AdColony’s [1] COPPA configu-
ration.

Figure 5: Collection of AAIDs and app set IDs despite correct
use of ironSource’s [82] COPPA configuration.

187



Proceedings on Privacy Enhancing Technologies 2025(3) Alomar et al.

D Privacy Configurations: Measurement of
Adoption

Tables 5 and 6 provide detailed measurements of the use of third-
party SDK privacy configurations in the tested child-directed apps
that were available on the Google Play Store.

Table 5: Adoption of COPPA-related third-party SDK privacy configuration for recent app versions (flag value* denotes a
privacy-friendly configuration).

Privacy flag Third-party SDK Receiving domain(s) # of apps that
contacted the
domain(s)

# apps per each flag value # of apps that
shared AAIDs [cor-
rectly configured,
incorrectly config-
ured, configuration
not used]

COPPA Meta Audience Net-
work [97]

facebook.com 339 TRUE*: 0, FALSE: 24 [0, 20, 0]

is_coppa TRUE*: 281, FALSE: 9 [41, 9, 6]
is_child_directed TRUE*: 227, FALSE: 4 [6, 4, 46]
google_family_self_certified_sdks TRUE*: 0, FALSE: 0 [0, 0, 56]
AdColony_COPPA TRUE*: 144, FALSE: 0 [4, 0, 52]
AdColony_APP_Child_Directed TRUE*: 139, FALSE: 0 [0, 0, 56]
AdMob_TFCD TRUE*: 176, FALSE: 0 [4, 0, 52]
AdMob_TFUA ironSource [85] supersonicads.com 299 TRUE*: 116, FALSE: 0 [4, 0, 52]
Chartboost_Coppa TRUE*: 20, FALSE: 0 [0, 0, 56]
Pangle_COPPA TRUE or 1*: 70, FALSE: 0 [0, 0, 56]
Vungle_coppa TRUE or 1*: 178, FALSE: 0 [0, 0, 56]
InMobi_AgeRestricted TRUE*: 171, FALSE: 0 [0, 0, 56]
AppLovin_AgeRestrictedUser TRUE*: 61, FALSE: 0 [4, 0, 52]
META_Mixed_Audience TRUE*: 55 , FALSE: 0 [0, 0, 56]

coppa TRUE*: 430, FALSE: 35 [9, 33, 87]
coppaCompliant TRUE*: 453, FALSE: 38 [20, 36, 73]
appLevelCoppa TRUE*: 455, FALSE: 37 [20, 36, 73]
calculatedCoppa Unity [54] unity3d.com 741 TRUE*: 454, FALSE: 38 [20, 36, 73]
user.nonBehavioral TRUE*: 13, FALSE: 14 [0, 14, 115]
contextualOnly TRUE*: 0, FALSE: 492 [0, 56, 73]

coppa Appodeal [12] appbaqend.com 4 TRUE*: 0, FALSE: 4 [0, 1, 0]
for_kids TRUE*: 0, FALSE: 4 [0, 1, 0]

is_coppa Vungle [131] vungle.com 203 TRUE*: 167, FALSE: 8 [0, 5, 7]

age_restricted_user Yandex [135] yandex.net,
yandex.ru

40 0: 0, 1*: 0 [0, 0, 16]

coppa TRUE or 1*: 110, FALSE: 44 [16, 6, 5]
applyGdprAgeOfConsent InMobi [78] inmobi.com 169 TRUE*: 108 FALSE: 45 [16, 6, 5]
u-age-restricted 1*: 112, 0: 7 [1, 6, 20]

coppa Chartboost [31] chartboost.com 91 TRUE*: 39, FALSE: 0 [0, 0, 49]

coppa_required AdColony [2] adcolony.com 158 TRUE*: 115, FALSE: 7 [5, 5, 24]
is_child_directed TRUE*: 109, FALSE: 0 [0, 0, 34]
coppa TRUE or 1*: 145, FALSE or

0: 10
[25, 8, 1]

tag_for_child_directed_treatment or
tfcd

Google AdMob [3] doubleclick.net,
fundingchoicesmessages.google.com

3147 NaN: 44, 1*: 1159, 0: 43 [19, 2, 43]

tag_for_under_age_of_consent or tfua TRUE or 1*: 390, FALSE or
0: 41, NaN: 125

[32, 28, 4]

is_age_restricted_user AppLovin [11] applovin.com 163 TRUE*: 32, FALSE: 4 [6, 3, 40]
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Table 6: Adoption of CCPA and GDPR third-party SDK privacy configurations, and configurations that can disable collecting
personal data for recent app versions. (flag value* denotes a privacy-friendly configuration)

Privacy flag Third-party SDK Receiving domain(s) # of apps that
contacted the
domain(s)

# of apps per each flag value # of apps that
shared AAIDs [cor-
rectly configured,
incorrectly config-
ured, configuration
not used]

advertiser_id_collection_enabled Meta’s event track-
ing SDK [96]

facebook.com 339 TRUE: 96, FALSE*: 66 [0, 87, 113]

DATA_PROCESSING_OPTIONS null: 21, LDU*: 0 [0, 0, 20]
DATA_PROCESSING_OPTIONS_COUNTRY Meta Audience Net-

work [97]
facebook.com 339 null: 21, 1: 0 [0, 0, 20]

DATA_PROCESSING_OPTIONS_COUNTRY_STATE null: 21, 1000: 0 [0, 0, 20]

do_not_sell TRUE*: 205, FALSE: 4 [7, 4, 45]
metadata_consent ironSource [85] supersonicads.com 299 FALSE or 0: 102, TRUE or 1:

6
[6, 4, 46]

is_deviceid_optout TRUE*: 224, FALSE: 0 [4, 0, 52]

gdpr.consent Unity [54] unity3d.com 741 TRUE: 9, FALSE: 86 [4, 3, 122]
privacy.consent TRUE: 16, FALSE*: 163 [1, 8, 120]

disable_ad_id Vungle [131] vungle.com 203 TRUE*: 177, FALSE: 11 [0, 10, 2]
user.ccpa.status opted_in: 49, opted_out*:

149
[0, 12, 0]

user.gdpr.consent_status opted_in: 4, opted_out: 57,
unknown: 142

[1, 3, 8]

user_consent Yandex [135] yandex.net,
yandex.ru

40 0: none, 1: 1 [0, 1, 15]

fl.ccpa.optout Flurry [63] flurry.com 34 TRUE*: 0 , FALSE: 10 [0, 0, 14]
fl.report.location.enabled TRUE: 7, FALSE*: 5 [NA, NA, NA]

gdpr_consent_available InMobi [78] inmobi.com 169 TRUE: 2, FALSE: 43 [4, 2, 21]
do_not_sell 1: 57, 0: 0 [0, 0, 27]

pidatauseconsent Chartboost [31] chartboost.com 91 0: 4, -1: 74 , 1: 4 [2, 4, 43]
us_privacy 1YY-*: 21 , 1NY-*: 1 , 1NN-:

3, 1YN-: 2 , NULL: 26
[1, 3, 45]

gdpr_required AdColony [2] adcolony.com 158 TRUE: 28, FALSE: 58 [3, 6, 25]
gdpr_consent_string 1: 5 , 0: 25 [3, 3, 28]
ccpa_required TRUE*: 117, FALSE: 2 [8, 0, 26]
ccpa_consent_string 1: 6 , 0: 113 [4, 4, 26]

npa Google AdMob [3] doubleclick.net,
fundingchoicesmessages.google.com

3147 1*: 342, 0: 27 [6, 2, 56]

rdp 1*: 188, 0: 13 [0, 0, 64]

has_user_consent AppLovin [11] applovin.com 163 TRUE: 11, FALSE: 13 [4, 3, 42]
is_do_not_sell TRUE*: 26, FALSE: 2 [3, 0, 46]
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E Linking of Different Data Types
Figure 6 shows the total number of apps that sent AAIDs alongside
other types of personal data, which allows bridging AAIDs after
they have been reset by users. Most of the linking was due to trans-
mitting FIDs alongside AAIDs to app-measurement.com, which is
owned by Firebase [61].
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Figure 6: Number of apps that transmitted AAIDs alongside
other types of data to app-measurement.com and other do-
mains.

F Example of a Data Safety Label
Figure 7 shows an example of a data safety label prepared by a
developer for one of their DFF-badged apps (5). In this example,
the developer disclosed that their app shares two of the data types
defined in Google Play’s specification for data safety labels [22],
which are “device IDs” and “app info and performance”. The devel-
oper also indicated that their app does not collect personal data (2),
that encryption is used in their communications that include the
disclosed data types (3) and that users cannot request the deletion
of their data (4). In our analyses, we examined the accuracy of these
disclosures by comparing them to apps’ actual data collection and
sharing behaviors. For example, if we observed the app whose label
is included in Figure 7 transmitted AAIDs to live.chartboost.com,
we considered that an accurate disclosure.

Figure 7: Example of a data safety label.

Figure 8 shows an example of data safety label whose developer
disclosed that their app does not collect (1) or share (2) any of the
data types considered in Google Play’s specification for data safety
labels [22]. In this example, if we observed that the app whose label

is included in Figure 8 transmitted AAIDs to graph.facebook.com,
we considered that an inaccurate disclosure of the transmitted data
type and the purpose of such transmission.

Figure 8: Example of a data safety label disclosing that no
data is collected or shared.

Figure 9 depicts an app that did not have a data safety label
available on the store at the time of testing. This could result from
developers not preparing a label for their apps or preparing one
that the store removed after finding inaccurate disclosures [122].

Figure 9: Example of an app that did not have a data safety
label.

G Timeline of policy changes
Figure 10 provides an timeline that demonstrates when relevant
Google Play policies were introduced or became effective. This
timeline is based on the details available on Google Play’s policy
archive [112]. The dates shown in Figure 10 might not necessarily
demonstrate whether these policies were enforced byGoogle Play at
the time. However, anecdotal evidence from developer forums could
provide evidence about the dates on which Google Play started
enforcing its policies. For example, developers posted questions in
late 2022 on StackOverflow (e.g., [121, 122]) that requested guidance
on how to fix their data safety labels to react to notifications they
received from Google Play.

To our knowledge, all the policies relevant to our experiments
were effective before we started our experiments (early February
2023) except for two of them. One of which required developers
to update the API levels targeted by their apps and the other one
required using specific versions for self-certified SDKs in child-
directed apps. The ongoing enforcement of Google Play’s target
API level policy that was happening during or after our pilot tests
could explain whywewere only able to test 4,975 apps in the second
app runs (Section 4.2). While developers of child-directed apps were
required to comply with the SDK versions policy starting from May
31 2023 [110], the policy was announced in late November 2022
which could have led developers to update SDKs to one of their
more recent versions [111].
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Figure 10: Timeline showing when relevant Google Play’s
policies were introduced.
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