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Abstract
As concern over data privacy and existing privacy regulations
grows, legal scholars have proposed alternative models for data
privacy. This work explores the impact of one such model—the
data fiduciary model, which would stipulate that data processors
must use personal information only in ways that reflect the best
interest of the data subject—through a pair of user studies. We first
conduct an interview study with nine mobile app developers in
which we explore whether, how, and why these developers believe
their current data practices are consistent with the best interest
of their users. We then conduct an online study with 390 users
in which we survey participants about whether they consider the
same data practices to be in their own best interests. We also ask
both developers and users about their attitudes towards and their
predictions about the impact of a data fiduciary law, and we con-
clude with recommendations about such an approach to future
privacy regulations.
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1 Introduction
Increasing awareness of the amount of personal information that is
collected and shared by companies—and the potential implications
of how that information can be used—has led to a rise in concerns
about internet privacy and proposals for comprehensive privacy
regulations in the last ten years. To date, 19 U.S. states [14] and 162
countries [17] and have enacted such privacy laws. Most of these
laws center privacy self-management [8]—the right of an individual
to make decisions about how their personal information is used
through consent interfaces, opt-out mechanisms, access requests,
and other individual actions [48, 49]. However, decades of critiques
have consistently shown that privacy self-management falls short
of effecting substantive privacy guarantees. Implementations of
self-management rights frequently deter people from invoking their
rights by leveraging cognitive biases in so-called “dark patterns” [13,
16, 38, 60, 63]. Moreover, privacy self-management simply does
not scale to the number of companies with which users regularly
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interact and the difficulty of identifying the many third parties with
access to personal data [33, 42, 48, 49].

In response to these critiques, philosophers and legal scholars
have begun to theorize alternate models of privacy. One such pro-
posal calls for a data fiduciary model of privacy [6, 44], under which
businesses that have access to and control over personal data would
have a fiduciary responsibility to the data subjects—that is, they
would be required to collect and process that information only in
ways that are in the best interest of the data subjects.

In this work, we explored the impact a data fiduciary law might
have if enacted in the United States. Specifically, we investigated
four research questions:

• RQ1: How do developers interpret a best interest standard?
What sorts of rationales do developers use to justify behav-
iors they believe satisfy a user’s best interest?

• RQ2: Do end-users agree with developers about what data
practices are in their best interest?

• RQ3: How and to what extent would developers change
their data practices if a data fiduciary law were enacted?

• RQ4: Are developers and users in favor of a data fiduciary
law? Why or why not?

We investigated these four research questions through a pair
of user studies. We first conducted an interview study with nine
mobile app developers; in this study, we leveraged the privacy label
for an app each developer worked on to explore whether, how,
and why these developers believe their current data practices are
consistent with the best interest of their users. We also explored
what changes each developer would make to current practices
they deemed inconsistent with a data fiduciary standard. We then
conducted an online study with 390 users in which we surveyed
participants about whether they consider 26 data practices—drawn
from the mobile apps discussed in the developer study—to be in
their own best interest. We also asked both developers and users
about whether they were in favor of a data fiduciary law and what
they thought the impact of such a law would be.

We found that many of the developers we interviewed believe
their current data practices are already consistent with a data fidu-
ciary standard. However, some of the developers proposed addi-
tions to their current practices, such as increased opt-in features,
increased security measures, and improved mechanisms for limit-
ing access to data from non-intended users. Many of the developers
were able to justify their current data practices, likely due to the
vagueness of a “best interest” standard, suggesting that an effective
data fiduciary law would require clear regulatory guidelines and

590

https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.56553/popets-2025-0114


Proceedings on Privacy Enhancing Technologies 2025(3)

robust enforcement. Overall, end users agreed with the developer’s
evaluation of whether a practice was in their best interest for 62%
of the 26 data practices we asked about. However, we observed
varying attitudes towards data collection versus data sharing: users
felt that 85% of data collection practices were in their best interest,
compared with only 19% of data sharing practices, and most users
strongly opposed data practices that were conducted for advertising
purposes.

Overall support for a law enacting a data fiduciary model of
privacy was high: 8/9 developers and 89.7% of end users were in
favor of such a law. In particular, many users hoped security would
be improved and abusive data practices would be ended by a data
fiduciary law, confirming that this alternate privacy model merits
further consideration from both legal and technical sides. However,
this uniformly high support may arise directly from the vagueness
of this legal standard—which allows people to project their own
desired outcomes onto the data fiduciary framework—suggesting
that development and evaluation of concrete examples and guide-
lines are a critical next step towards evaluating the data fiduciary
model of privacy.

2 Background: Data Fiduciaries
In general, fiduciary relationships are those between two parties—a
weaker party (the beneficiary) and a stronger party (the fiduciary)—
in which the behavior of the stronger party is legally and ethically
constrained [4, 19]. These fiduciary obligations generally start with
vague, general standards introduced in common law or professional
guidelines which are then elaborated and refined over time by the
courts through binding judicial decisions [19, 34]. A duty of loyalty—
the duty “to act for someone else’s benefit, while subordinating
one’s personal interests to that of the other person” [15]—is often
interpreted as the core fiduciary obligation. Other fiduciary obliga-
tions can include a duty of care, a duty of transparency, and a duty
of confidentiality [19]. Existing examples of fiduciary relationships
include those between doctors and patients [6, 19, 34] and those
between lawyers and their clients [6, 9].

Case Study: Doctors as Fiduciaries. The concept of doctors having
a duty of loyalty dates back to ancient Greece, where physicians
were members of a professional guild with shared professional
principles [19, 31]. New physicians were required to swear the now-
famous Hippocratic Oath, vowing to “follow that system of regimen
which, according to my ability and judgment, I consider for the
benefit of my patients, and abstain from whatever is deleterious
and mischievous” [39]. In the United States, courts have recognized
doctors as having a legally-enforceable fiduciary relationship with
their patients since the 1960s [20, 30]. Exactly what behaviors are
required or prohibited by this fiduciary relationship has been elab-
orated and defined by subsequent case law [34]. For example, in
Natanson v. Kline (1960), the Kansas supreme court ruled that doc-
tors have an obligation to “make a full and frank disclosure to the
patient of all pertinent facts related to his illness” [37]. InWickline v.
State of California (1986), the Second Appellate District of the Court
of Appeals of California ruled that doctors need to attempt to con-
vince insurers to pay for care that the doctor thinks is required [66].
And in Moore v. Regents of the University of California (1990), the
California supreme court ruled that physicians need to disclose any

other personal interests (e.g., research or financial interests) when
seeking consent for a medical procedure [35]. Doctors’ fiduciary
obligations have also been elaborated by professional standards;
for example, the American Medical Association’s ethical guidelines
discuss when and how to consult with other physicians, the need
to facilitate transfer of care when terminating a professional rela-
tionship, and the obligation for telehealth providers to be proficient
with the relevant technologies [3].

The data fiduciary or information fiduciary model of privacy [4–
6] was proposed as a way to reconcile the conflicting goals of
protecting businesses’ First Amendment rights and internet users’
freedom and privacy. The data fiduciary model extends the general
concept of fiduciary relationships to the domain of privacy: the
fiduciary—companies or organizations who collect, analyze, use,
sell, and distribute people’s information, including internet compa-
nies, data brokers, and third-parties—would have a legal obligation
to act in the interests of the beneficiaries—the end users whose data
they collect [5, 6].

Subsequent work has expanded on the original concept of data
fiduciaries by elaborating on the duties associated with informa-
tion fiduciaries and the role of trust in a fiduciary relationship [41],
by framing the data fiduciary model as a legal obligation to act
in users’ best interests (e.g., eliminating dark patterns) [43], by
considering trustees as an analogy for data fiduciaries [21], by
exploring how data fiduciary requirements should be interpreted
and enforced [47], and by drafting an example regulation demon-
strating what a data fiduciary law might look like [44]. Potential
shortcomings—including the potential for conflicting fiduciary in-
terests between data subjects and corporate stockholders and the
potential for inherent conflicts between a data fiduciary model and
current business models—have also been identified [23], although
other legal scholars argue that these objections do not necessarily
undermine the data fiduciary model [58].

In this work, we adopt Richards and Hartzog’s framing of data
fiduciary requirements as a duty of loyalty [43], in which data pro-
cessors “would be obligated to act in the best interests of people
exposing their data”, meaning “they would be prohibited from de-
signing digital tools and processing data in a way that conflicts
with [beneficiaries’] best interests”. We also draw on examples from
their work—avoiding opportunistic behavior, reducing abusive de-
sign practices, and prohibiting certain forms of data processing and
collection—to contextualize this best-interest standard.

3 Related Work
To the best of our knowledge, this is the first work to empirically
evaluate the data fiduciary model of privacy. However, developer
and user attitudes towards privacy laws, legal requirements, and
privacy standards have been evaluated more broadly.

Developer Studies. Several papers have explored developers’ atti-
tudes towards, awareness of, and understanding of various current
privacy regulations [2, 11, 12, 22, 40, 59, 62].

Alomar and Egelman [2] explored how developers of child-
directed mobile apps attempt to comply with relevant regulations
through surveys and interviews. 20-48% of developers said that
their organization was not familiar with various relevant privacy
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laws (GDPR, COPPA, and CCPA), and about 1/3 changed their
perspective on whether their app was legally-compliant after be-
ing prompted with accurate information about parental consent
requirements. They also found that developers often violated rele-
vant regulations due to incomplete understandings of their apps
data practices.

Waldman [62, 64] interviewed technologists and found that
privacy was generally not a top priority or was considered non-
essential. However, some larger companies had privacy teams that
would review products before they were released.

Chalhoub et al. [12] interviewed UX designers and their col-
leagues from three smart home security camera companies and
explored how GDPR impacted the development process.

Peixoto et al. [40] interviewed Brazilian developers to explore
what factors affected perception and interpretation of privacy re-
quirements. They found that many were not familiar with Brazil’s
privacy law and could not correctly interpret privacy requirements
in 2019 (after the law was passed but before it went into effect).

Chalhoub and Flechais [11] interviewed smart home business
leaders and UX designers. Participants shared that it was difficult
for small businesses to understand legal privacy requirements and
were often unsure whether various laws applied.

Keküllüoğlu and Acar [22] interviewed software developers at
Turkish startups. 5/16 developers mentioned Turkey’s privacy law
as a consideration during development, but privacy and privacy
laws were not always considered during product development.

Utz et al. [59] surveyed website developers and operators about
their adoption of third-party services. They found that privacy was
rarely considered, except for analytics. Only a quarter of partici-
pants reported employing privacy-protecting measures when con-
figuring functionality, but 20/24 participants who explained their
rationale for adopting privacy measures cited legal regulations.

Prior research has also explored advice or guidance available
to (and used by) developers [2, 10, 27, 53–55, 64] and identified
barriers to compliance from the developer’s perspective [1, 2, 7, 18,
22, 28, 29, 46, 50–52, 54, 61].

User Attitudes towards Privacy Laws. As data privacy laws have
been being passed within the last recent decade, such as the EU
General Data Protection Regulation (GDPR) and the California Con-
sumer Privacy Act (CCPA), a few user studies about user attitudes
towards privacy laws have been conducted. Most of these studies
survey users to investigate concerns, opinions, and thoughts of data
privacy laws.

Sheth et al. [45] surveyed users in Europe, Asia, and North Amer-
ica about their privacy concerns. They found that the existence of
stronger data protection laws (e.g., Europe’s GDPR) reduced pri-
vacy concerns and that most users believe that privacy laws will be
effective.

Zhang et al. [68] investigated Canadians’ awareness of and atti-
tudes towards Canada’s national data privacy law (PIPEDA). They
found that most participants consider the current law to be weak
and ineffective, but that many respondents were unclear about the
specific privacy protections enacted by the law.

Kyi et al. [25] explored user acceptance of commonly-observed
data practices. 400 users were asked a variety of questions, such as
whether they would be comfortable sharing their data in specific

scenarios and whether they felt a data practice was necessary for a
website to function. While websites’ privacy policies asserted that
their purposes fell under the GDPR’s "legitimate interest" standard,
those surveyed embraced practices that emphasized their security
and were more likely to reject others like advertising.

In follow-up work, Kyi et al. [26] conducted interviews with 23
users, relying on purposes permitted by European privacy legisla-
tion. Participants were again distrusting, especially when a data
practice purpose could be construed as related to advertising.

4 Methodology
To evaluate the impact of a legal data fiduciary requirement, we
conducted two complementary user studies: an interview study
with developers and a census-representative online user survey.

4.1 Developer Study
To understand how developers would interpret and apply a data
fiduciary standard, we conducted semi-structured interviews with
nine mobile app developers. We elected to adopt an interview
methodology for the developer study in order to allow an open-
ended exploration of developer design decisions, thought processes,
and justifications for data practices. This methodology allowed us
to elicit thoughtful, expansive responses resulting in a rich qualita-
tive dataset about how these developers would interpret and apply
a data fiduciary requirement.

Study Design. At the beginning of each interview, we consented
each participant and then selected one app that participant had
worked on that was publicly available in the iOS or Android app
store. To contextualize the conversation, we then asked general
questions about the participant’s development experience, their
role in the development of that app, and how that company handled
privacy decisions.

To gain a more in-depth understanding of the app data practices
and to get participants to start thinking about privacy, we then
looked at the privacy label—a standardized summary of data use
practices required by the Android and iOS app stores—for the se-
lected app, walked through each of the disclosed data practices, and
asked participants to identify data practices with potential privacy
implications. We also asked about whether privacy considerations
affected decisions about what data to collect or share or how to use
data they collected.

In order to gain an in-depth understanding of how these devel-
opers would interpret and apply a data fiduciary standard, we then
proceeded to present each participant with a brief description of a
hypothetical data fiduciary requirement. This language was based
on elements and examples identified in the legal literature [43],
although it deliberately left details open to interpretation.

Imagine a new privacy regulation is enacted where any
party engaging in user data collection is obligated to act
in the best interests of those users. Acting in the users’
best interest means putting their well-being first. This
could look like avoiding opportunistic behavior, reduc-
ing abusive design practices, and prohibiting certain
forms of data processing and collection, among other
things.
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ID Gender Race Age Years Exp. App Cat. Comp. Type Downloads
P1 Male Black or African American 25-34 5 Finance Small tech 1M+
P2 Male White 25-34 13 Education Non-tech 5M+
P3 Male Black or African American 25-34 5 Finance Startup 10K+
P4 Male Asian 35-44 10 Medical Non-tech 5K+
P5 Male Black or African American 25-34 5 Education Non-tech 10K+
P6 Male Black or African American 25-34 7 Shopping Big tech 50M+
P7 Female Asian 25-34 2 Shopping Small tech 500M+
P8 Male Black or African American 25-34 5 Shopping Small tech 5M+
P9 Male Black or African American 25-34 4 Productivity Non-tech 5M+

Table 1: Demographic information of participants and app information. Includes participant ID, gender, race, age, years of
experience (Years Exp.), app category (App Cat.), company type (Comp. Type), and number of downloads. Download counts
includes only Android downloads because the iOS app store does not publish this information.

We then looked back at the privacy label for the selected app, walked
through each of the disclosed data practices, and asked the partici-
pant to reflect on whether and why (or why not) each practice was
in the best interest of app users. We also asked how they would
change their data practices to comply with a best-interest standard.

After discussing all the individual data practices, the interview
concluded with general questions about participants’ opinions
about such a legal requirement and what they thought the ben-
efits or challenges would be for complying with a data fiduciary
standard. Our interview script is provided in Appendix B.

Developer Recruitment. To recruit participants, we made posts
on subreddits relevant to app development—r/AppDevelopers,
r/mAndroidDev, and r/iosdev—with information about the study
and a link to a screening survey. The screening survey, which is
reproduced in Appendix A, contained a consent form, questions
about app development experience, and demographic questions. It
also asked for a link to an app on the iOS or Android app store that
they had worked on. We considered people to be eligible for the
study if they were at least 18 years old, resided in the United States,
had experience as a software developer, and provided a link to an
app that had a privacy label.

We contacted all eligible developers who completed our screen-
ing survey, and we successfully scheduled and conducted nine
developer interviews. Each interview lasted approximately 30 min-
utes and participants were compensated with a $30 Amazon gift
card. Demographic information about our participants and the apps
they worked on is provided in Table 1.

Data Analysis. After completing the interviews and cleaning the
auto-transcriptions, we manually performed one round of thematic
analysis on the interview transcripts using inductive qualitative
coding. One author did the primary analysis, and the resulting codes
were reviewed and discussed with a second author. All interview
participants were included in the analysis.

Limitations. While the interview methodology allowed us to
elicit in-depth reflections and responses, the consequent small scale
of our developer study inherently precludes making any generaliz-
able claims about developer opinions or attitudes. It also precludes
direct comparison between developer and user attitudes. More-
over, our results may not be representative of all developers. While

the developers we interviewed represent a range of companies
(both in terms of corporate size and app category), our participants
skewed young (8/9 were under 35), and people of color were over-
represented (6/9 participants were Black or African American).

Moreover, the text used to prompt reflection about a hypothetical
data fiduciary law was based on one particular framing—Richard
and Hartzog’s language framing data fiduciary responsibilities as
a duty to act in the best interest of the users [43]—and is unable
to capture all of the intricacies of the large body of legal schol-
arship pertaining to proposed data fiduciary regulations or all of
the possible nuances of legal interpretation and enforcement. In
addition, this work relied on data practices disclosed in app privacy
labels as the ground-truth for reflecting on an app’s data practices,
however prior work has found that these labels are not always accu-
rate [24, 67]. Finally, participants were reflecting on code they wrote
as part of their employment; despite our confidentially guarantees,
they may not have felt free to fully express negative opinions about
their work.

4.2 User Study
To understand how end-users would interpret a data fiduciary stan-
dard and how user interpretations would compare to the developers’
interpretations, we conducted a follow-up study with end-users.
Unlike the developer study—for which we felt it was essential to
elicit in-depth reflections—the core of our user study was comprised
of evaluating concrete data practices. Since such responses would
benefit less from in-depth justification, we felt that the benefits of
scale and generalizability outweighed the drawbacks and therefore
opted in favor of a large-scale online survey for our end-user study.

Study Design. Because we wanted to compare user interpreta-
tions of a data fiduciary standard directly to the app developer’s
interpretations, we started by identifying scenarios for users to
evaluate. We identified 57 quotations from the developer study
transcripts in which the developer directly addressed whether a
particular data practice shown in the app privacy label was or was
not in the best interest of their users. Of these, we identified 31 data
practices for which the developer provided a clear rationale for why
the data practice was or was not in the best interest of their users.
In the interest of optimizing survey length, we eliminated five data
practices that were essential to the core functionality of the app
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(a) “How much do you feel you understand what companies are
doing with the data they collect about you?”

(b) “How concerned are you, if at all, about how companies are using
the data they collect about you?”

Figure 1: General privacy attitudes of our user study population compared to the overall United States, as determined by the
Pew Research Center [32].

and seemed to be clearly consistent with a fiduciary standard—for
example, a medical app that collected users’ health information
to share it with their doctor, leaving us with 26 data practices we
asked users to evaluate.

At the start of the survey, participants were presented with the
same language about a hypothetical data fiduciary regulation that
was used in the developer study. We then asked participants to rank
whether each of the 26 data practices were consistent with their
best interest on a five-point Likert scale. In each case, we provided
contextual information about the type of app, the data type, and the
purpose of the data collection. All questions were designed to avoid
technical terminology and language that might be not be familiar
to users [36, 57]. For example, “Imagine you use a shopping app
that securely stores your email address on the company’s machines
in order to send you personalized offers and opportunities. Do you
agree this data storage in your best interest?” or “Imagine you use
a shopping app that securely sends your purchase history to other
companies in order to prevent fraud. Do you agree this data transfer
in your best interest?”

We then asked general questions about a data fiduciary law. We
asked each participant to rank their opinion of such a law on a
five-point Likert scale. We then asked two free response questions:
asking them to explain why they were (or were not) in favor of
such a law and asking how they thought companies would change
their data practices in response to a data fiduciary law.

Finally, we concluded with demographic questions and questions
about general privacy attitudes.

The full user survey is provided in Appendix C.

User Study Recruitment. We recruited 400 participants through
Prolific using the United States representative sample option1. One
Prolific user declined consent and therefore did not complete the
survey; nine users were omitted because the free-response answers
appeared to have been auto-generated. We analyzed the remaining
390 responses. The demographics of our user study population as
compared to the overall United States population, as published in
the American Community Survey (ACS), are given in Table 2. Since
Prolific users are generally more tech-savvy than the overall U.S.
population [56], a comparison between the general privacy privacy
attitudes of our user study population and the overall United States
population [32] is given in Figure 1.
1This setting ensures that participant demographics by age, sex, and ethnicity will
match the most recent United States census data.

Demographic User Study U.S.
Age 18-24 12.3% 12.0%

25-34 17.7% 17.3%
35-44 16.7% 16.9%
45-59 32.3% 23.4%
60-74 18.7% 21.2%
75+ 2.3% 9.2%

Race White 59.7% 60.9%
Black 10.5% 12.2%
Asian 5.9% 5.9%
Native Am. 0.3% 0.3%
Other 23.3% 19.8%

Gender Male 47.2% 49.1%
Female 49.5% 50.9%
Non-binary 2.8% -
Other/No answer 0.5% -

Table 2: User study demographics compared to the demo-
graphics of the United States, as published in the American
Community Survey (ACS).

Data Analysis. For the Likert-scale questions, we report descrip-
tive statistics. For the two free-response questions, we completed
two rounds of thematic analysis: an initial round of inductive cod-
ing to identify a set of labels, and a second round after clarifying
the codebook and the definitions of each label. Both questions were
double-coded by two authors, with Cohen’s Kappa scores of .83
and .93 respectively.

Limitations. For our large-scale user study, we recruited partici-
pants through Prolific. Although we used Prolific’s U.S. census-
representative sample setting—and prior work has shown that
Prolific responses to privacy and security surveys are generally
representative of overall U.S. views [56]—Prolific users are gener-
ally younger, more highly educated, and more tech-savvy than the
overall U.S. population [56]. These differences may explain the dif-
ferences in general privacy attitudes between our participants and
those of a recent Pew panel study (Figure 1). They also suggest that
attitudes of less educated, older, and less technologically-inclined
users may not be fully represented in our results.

Additionally, the 26 scenario questions leveraged in our user
study were determined by which practices developers provided
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Theme Explanation Example Quote Participants
Minimizing Data Collec-
tion

Limiting the amount of data collected “You have to actually [act in] the best interests
of those users, even if it means that limiting the
data that the app is collecting, just to make sure
that the users are safe.”

P1, P4, P6, P7

Minimizing Access to Data Limiting access to data from non-
intended or non-necessary recipients

“Nobody outside the teacher could see the stu-
dents’ progress or data.”

P1, P2

User Control Giving users control over their data, re-
quiring consent for data collection

“For every action that should be taken in the app...
the user should have total control of their data.”

P1, P3, P5, P6,
P7, P8, P9

Transparency Being transparent to users about data
practices

“They actually provide a detailed privacy policy
that really explains how data is being collected
and used.”

P9

Security Ensuring that data is stored securely,
preventing leaks

“That data is well encrypted to make sure that it
is not just easily accessible.”

P1, P2, P3, P4,
P5, P6, P7, P8

Feature Support Providing features users want “Linking to them to offers... that will be in the
best interest.”

P2, P4, P5, P6,
P7, P8, P9

App usability Creating an easy-to-use app interface “You have to put yourself in the position of the
user. Will it make complete sense [when it’s] in
their mind[?]”

P3, P5

Prioritizing Users’ Inter-
ests

Prioritizing user interests over company
or profit interests

“Putting the user in the first priority...before con-
sidering maybe the client and also maybe every
other person.”

P1, P4, P8

Personalized Standards Different users may have different ideas
of what “best interest” means to them

“The best interest is not the same for everybody.” P7

Table 3: Developer interpretations of a “Best Interest” data fiduciary standard.

sufficient details about during the developer interview study. Con-
sequently, the data practices discussed in our user study may not
uniformly cover the full space of relevant app data practices.

4.3 Ethical Considerations
Care was taken throughout the research process to adhere to best
practices and ethical standards. Prolific users were compensated
$2.75 and the median completion time was 10.07 minutes, ensuring
that compensation met minimum wage standards. In recognition of
their expertise, developers were paid $30 for interviews that lasted
no more than 30 minutes. We obtained informed consent from all
participants in both studies, including explicit consent to record
developer interviews, and collection of personal information was
minimized. All study protocols were reviewed and approved in
advance by the Pomona College IRB.

5 Results
We analyzed the data collected from our two user studies to evaluate
our four research questions: (1) How do developers interpret a best
interest standard? What sorts of rationales do developers use to
justify behaviors they believe satisfy a user’s best interest? (2) Do
end-users agree with developers about what data practices are in
their best interest? (3) How and to what extent would developers
change their data practices if a data fiduciary law were enacted?
and (4) Are developers and users in favor of a data fiduciary law?
Why or why not?

5.1 Developer Interpretations of “Best Interest”
We identified eight themes in how the developers we interviewed
interpreted a user’s best interest and in what rationales they used
to justify why particular data practices were or were not consistent
with a data fiduciary standard. These themes are summarized in
Table 3.

Four of these themes pertained to different privacy aspects: Min-
imizing Data Collection, Minimizing Access to Data, User Control,
and Transparency. 8/9 developers in our study interpreted best
interest as including at least one privacy aspect.

Minimizing Data Collection (P1, P4, P6, P7). 4/9 developers dis-
cussed minimizing the amount of data collected, usually interpreted
as collecting only data necessary for the app to function. For ex-
ample, P6 argued that their app should collect a limited amount of
data for user safety: “You have to actually [act in] the best interests
of those users, even if it means that limiting the data that the app
is collecting, just to make sure that the users are safe.” Similarly, P4
argued that only collecting enough data for the app to function was
in the best interest of users, something that their app was already
practicing. Specifically, their app was a health app held to HIPAA
regulations, thus they did not collect more information than nec-
essary: “Because the app is kind of focused on making sure that
the patient is taken care of as best as our ability...We don’t have
anything in there that basically isn’t necessary for tracking and
monitoring [reactions].”

Minimizing Access to Data (P1, P2). 2/9 developers mentioned
minimizing access to data or preventing non-intended recipients
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from receiving user data. For P1’s financial app, this meant that
even the app owner or investors could not see user data. For P2’s
education app, this meant “nobody outside the teacher could see
the students’ progress or data.”

User Control (P1, P3, P5, P6, P7, P8, P9). 7/9 developers described
the user’s best interest as giving users increased control over their
data, whether that be through consistent requests for consent or
more features for opting-into or opting-out of data collection. P6
discussed giving users more control over their data more broadly,
stating: “For every action that should be taken in the app, the user
has to be thought about, and the user should have total control
of their data.” P1 and P3 discussed consent as a way to give users
more control, with P3 stating: “So it’s the user who has a final say
whether they want their data to be out or not. I think that means
we get the consent every time from the user.” P8 and P9 viewed
features for opting-in to data collection as one way to give users
more control over their data. P9 stated, “If I also allow users [to]
opt-out of sharing their data, so these are actually acting in the
user’s best interest.” And P8 mentioned making collection of photos
and videos optional, “If our user is interested to share it, then it
will act to their best interest... Some users feel like they want to
share, others feel like they don’t want to share, so [it’s] just up to
them.” P5 and P6 identified supporting a right to delete as being in
the best interest of their users.

Transparency (P9). P9 mentioned being transparent to users
about data practices, specifically in the privacy policy. This was
something they believed their app already did a good job with:
“It means being transparent about the data collected [and] being
used...[for example,] actually provide a detailed privacy policy that
really explains how data is being collected and used.”

We also identified three themes that did not directly relate to
privacy: Data Security, Feature Support, and App Usability. All
9 developers in our study interpreted best interest to include a
non-privacy aspect.

Security (P1, P2, P3, P4, P5, P6, P7, P8). 8/9 developers discussed
promoting security measures, such as using encryption or pre-
venting data breaches, as being in the best interest their users.
For example, P1 discussed encrypting data as one way to secure
data, “Maybe that data is well-encrypted to make sure that it is
not just easily accessible,” and six developers noted that encrypting
data in transit—a practice that is disclosed in Android data safety
labels—was in the best interest of their users. P2, who worked on
an education app, discussed secure authentication as being in their
users best interest, “I would expect passwords and stuff to be stored
[securely] I would even expect there would be some [two factor au-
thentication] on the teacher side, which we didn’t have at the time
when I was working on that app.” P1 and P3 both discussed fraud
prevention as being in their users best interest; however, while
P1 only used this rationale to collect Device ID (“it’s important
that we have the Device ID just to protect [our users]”), P3 used
this justification for collecting user ID, address, phone number, and
sexual orientation.

Feature Support (P2, P4, P5, P6, P7, P8, P9). 7/9 identified support-
ing particular features as being in the best interest of their users.

For example, both P6 and P8 stated that it was in the best interest of
their users to collect email addresses so they could “link one with
opportunities to offers” (P6). P7 and P8 mentioned features that
support convenience, such as saving personal information, “Once
we have that data... next time they don’t have to put in that data...
It’s saving them time and also making their work easier” (P8). P2,
P4, P5, and P9 justified collecting particular data because it was
needed to support features in their app. For example, P4 stated
that collecting data about messages is in the best interest of their
users because “this is basically the default communication method
that most people have access to, so I’m not sure that there’s really
another option for a reliable way to send people messages”. P5
justified collecting precise location as, “Yeah, it’s in the user’s best
interest because, you know, the location is important, especially
precise location, to ease their movements in and out.”

App Usability (P3, P5). 2/9 developers discussed having a user-
friendly interface as being part of their users’ best interest. P3’s
response started with a broad discussion of developers’ responsibil-
ity to understand their users and develop an app that makes sense to
them, “You as a developer can map out and assume anyone can use
this application in this manner in which it’s making complete sense
in your mind, but now you have to put yourself in the position of
the user. Will it make complete sense [when it’s] in their mind?” For
P5, user-friendliness was connected to developing privacy related
features. They stated that acting in the best interest for their app
would be, “having an app which is actually user friendly and ... [the
user] can choose maybe to be more incognito.”

In addition to these outcome-based themes, some developers
also interpreted a best-interest standard as requiring a particular
process, such as prioritizing the user over other stakeholders or
applying personalized standards. 4/9 developers discussed process-
based themes.

Prioritizing Users’ Interests (P1, P4, P8). 3/9 developers discussed
prioritizing users’ interests over those of other stakeholders such as
shareholders or business clients. For example, P8 described acting in
the best interest of the user as “putting the user in the first priority...
before considering maybe the client and also maybe every other
person.” P4 described social media apps that “see [their] users as a
harvest-able kind of thing” as an example of companies failing to
act in the best interest of users by not prioritizing their interests.

Personalized Standards (P7). P7 mentioned that “best interest”
may look different depending on the user, “I guess it’s hard to say
because— I don’t really know. Maybe the best interest is not the
same for everybody.” This raised the prospect that a data fiduciary
law might require companies to discover and comply with a di-
verse set of individual interpretations of what constitutes their best
interest.

5.2 User Alignment with Developer Evaluation
In general, users frequently agreed with the app developer about
whether it was in the their best interest for various apps to collect
various types of data for various different purposes (Figure 2). How-
ever, we found a lot of discrepancies about sharing data with third
parties (Figure 3).
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a shopping app that stores your email address on
the company’s machines in order to contact you
in the case of any issue

a shopping app that stores information that
uniquely identifies your phone on the company’s
machines in order to verify your identity

a shopping app that stores your precise location
on the company’s machines in order to set up or
manage your account

a medical app that stores the emails you send
them on the company’s machines so that your
doctor can communicate with you

a medical app that stores your approx. location
to gather weather conditions (e.g., dust levels) to
provide recommendations on inhaler usage

a finance app that stores your mailing address
on the company’s machines in order to prevent
fraud

an education app that stores voice recordings on
the company’s machines in order so your child’s
teacher can give them feedback on speaking skills

a medical app that stores info that uniquely iden-
tifies your phone on the company’s machines to
enable bluetooth connection with your inhaler

a shopping app that securely stores your contact
information on the company’s machines in order
to authenticate your identity when using the app

a productivity app that stores your email address
on the company’s machines in order to inform
you of any updates to the app

a medical app that stores your precise location
to gather weather conditions (e.g., dust levels) to
provide recommendations on inhaler usage

a shopping app that stores your email address
on the company’s machines in order to set up or
manage your account

a shopping app that securely stores your email
address on the company’s machines to send you
personalized offers and opportunities

a finance app that stores information that
uniquely identifies your phone on theirmachines
in order to verify your identity.

a shopping app that securely stores your credit
card num. on the company’s machines to access
this info conveniently when needed on the app

(a) Developer says is in users’ best interest,
Users agree is in their best interest.

(b) Developer says is in users’ best interest,
User opinions are mixed.

(c) Developer says is in users’ best interest,
Users say is not in their best interest.

a medical app that stores your name on the com-
pany’s machines in order to include your name
on medical documents

an education app that stores your child’s user-
name on the company’s machines in order for
the company to debug issues

a shopping app that stores information that
uniquely identifies your phone on the company’s
machines in order to send you ads or marketing.

a finance app that stores the text messages you
send them on their machines in order to support
some of the app’s features

a shopping app that stores your approx. location
on the company’s machines in order to set up or
manage your account.

(d) Developer says is not in users’ best in-
terest, Users say is in their best interest.

(e) Developer says is not in users’ best in-
terest, User opinions are mixed.

(f) Developer says is not in users’ best inter-
est, Users agree is not in their best interest.

Figure 2: User alignment with developer opinions about which data collection practices are in their users’ best interest.

Data Collection Practices. Overall, we found that users gener-
ally agreed with the developer’s evaluation of whether collecting
particular data for a particular purpose was appropriate for their
app.

Of the 15 data collection practices that the developer deemed
to be in the best interest of their users, a majority of users agreed
that 7/15 were in their best interest and there was no consensus for
another 7/15. The strongest agreement was about a shopping app
that stores users’ email addresses in order to contact the user if an
issue arises (both the developer and 70.3% of users considered this
data collection to be in users’ best interest) and about a medical app

that stores emails sent to them so that doctors can communicate
with patients (both the developer and 62.6% of users considered this
data collection to be in users’ best interest). Example data collection
practices for which there was no consensus among users—that
is, the median score was to neither agree nor disagree—include a
shopping app storing device identifiers in order to authenticate
the user (45.4% of users thought it was in their best interest, 26.2%
thought it was not) and a shopping app storing email addresses in
order to send personalized offers and opportunities (31.0% of users
thought it was in their best interest, 44.1% thought it was not).

597



Proceedings on Privacy Enhancing Technologies 2025(3) Michele Tang, Liam Bayer Jr., Leonardo Torres, and Eleanor Birrell

a shopping app that sends your email address to
other companies in order to send you delivery
notifications

a shopping app that sends your email address
to other companies in order to show you recom-
mended content.

an education app that securely sends your precise
location to other companies in order to connect
you with opportunities nearby on your campus

a shopping app that sends your email address
to other companies to set up or manage your ac-
count with the company that provides the app

(a) Developer says is in users’ best interest,
Users agree is in their best interest.

(b) Developer says is in users’ best interest,
User opinions are mixed.

(c) Developer says is in users’ best interest,
Users say is not in their best interest.

a shopping app that securely sends your purchase
history to other companies in order to prevent
fraud.

a shopping app that securely sends information
that uniquely identifies your phone to other com-
panies in order to prevent fraud

(d) Developer says is not in users’ best in-
terest, Users say is in their best interest.

(e) Developer says is not in users’ best in-
terest, User opinions are mixed.

(f) Developer says is not in users’ best inter-
est, Users agree is not in their best interest.

Figure 3: User alignment with developer opinions about which data sharing practices are in their users’ best interest.

There was only one data collection practice that the developer
thought was in the best interest of their users while a majority
of users disagreed. 67.2% of users disagreed with developer P7’s
assertion that it was in their best interest for a shopping app to store
precise location in order to set up or manage their users’ accounts.
This is consistent with prior work that has found that users consider
precise location to be particularly sensitive information.

Similarly, our user survey included five data collection practices
that the developer identified as violating a best-interest standard.
Of these five data practices, a majority of users agreed that 2/5
practices were not in their best interest (e.g., 72.1% of users agreed
with developer P7 that a shopping app that collects device identifiers
in order to send ads or marketing communications would not be
acting in their best interest). For another 2/5 such data collection
practices, user opinions were mixed.

There was only one data collection practice that the developer
flagged as not in their users’ best interest but that a majority of users
considered compatible with this standard: 59.7% of users thought it
would be in their best interest for a medical app to store their name
in order to include it in medical documents. In that case, developer
P4 thought that data collection could be minimized by using a
pseudonymous identifier rather than name in order to be more
compatible with a data fiduciary standard, a view that may reflect
HIPAA’s emphasis on simple de-identification techniques such as
removing names as a mechanism to reflect privacy. However, users

felt that including their name inmedical documentswas appropriate
in this context.

Data Sharing Practices. We surveyed users about six data sharing
practices: four practices that the developer considered to be in the
best interest of their users and two practices that the developer
deemed to violate this standard. However, we found that users were
highly skeptical that any data sharing was in their best interest.
There was one data practice (a shopping app that sends your email
address to other companies in order to send you delivery notifica-
tions) for which there was no consensus among end-users about
whether or not this was in their best interest. For the other five data
sharing practices, a majority of users thought that data sharing in
that context was not in their best interest. This meant that the only
two data sharing practices for which users were in alignment with
the app developer were the two such practices that the developer
identified as not being in their users’ best interest.

Some of the misalignments we observed may result from user
misunderstandings about how third-party services and libraries are
used in the modern app development ecosystem. For example, users
may not recognize how commonly features like delivery notifica-
tions and account management are implemented using third-party
libraries or services. However, the strongest points of misalignment
appear to signify significant disagreements between the developer
and the end users about how to interpret a best-interest standard.
For example, developer P6 thought it was in their users’ best interest
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to send their email address to third-parties in order to show the user
recommended content on their shopping app, but 83.8% of users
thought it was not in their best interest. And developer P5 thought
it was in their users’ best interest to send precise location data
to third-parties in order to connect users with opportunities near
their campus, but 61.8% of users thought it was not. Both of these
example practices were evaluated by developers who thought that
feature support such as linking users with offers was in their users’
best interest, as discussed in Section 5.1. However, as discussed in
Section 5.3.2, many users thought that a data fiduciary law would
prohibit or restrict current data sharing practices, suggesting a high
level of skepticism that data sharing is in their best interest.

5.3 Anticipated Effects of a Data Fiduciary Law
We asked participants in both studies about what effects they would
anticipate if a data fiduciary law were enacted. For the developers,
we asked what changes they would make every time they identified
a data practice as not in the best interest of their users; we also
asked them to reflect at the end about the extent to which they
would change their data practices if such a regulation were enacted.
For users, we asked one free-response question about how they
thought companies’ data practices would change to comply with a
hypothetical data fiduciary law.

5.3.1 Developer Anticipated Effects. How much impact the devel-
opers we interviewed thought a data fiduciary law would have
depended both on their interpretation of the best interest standard
and on their app’s current data practices.

3/9 developers in our developer study (P3, P4, and P8) said that
they would not make any changes to their app if a data fiduciary
law were enacted because they believe that their app is already
compliant with a best interest standard. For example, P8 said their
projects always prioritize the user’s best interests, “I prioritize
the users... I had the user at the best interest, that’s why I made
options, and I really make sure that the data is encrypted.” P4, who
worked on a health-app and had ensured that the app was HIPAA-
compliant, thought that a data fiduciary regulation would be less
strict than HIPAA, “I imagine that whatever regulations that we’re
held under are probably a little bit more strict than what would be
the legislation that theoretically you’re proposing.”

5/9 developers (P1, P2, P5, P6, and P9) anticipated that they would
make minor changes to their app if a data fiduciary regulation were
enacted. P1 mentioned getting ongoing affirmative consent from
users rather than implicit or one-time consent, “[Right now] it’s
just in our terms and conditions, but it’s not really that serious... I
think maybe that could be a little bit adjusted because sometimes a
user may consent today and a user may change their mind tomor-
row. So I think it’s just important every time [to] just get consent
rather than having one-time consent.” P2 would ensure that data
was properly encrypted so outsiders could not access user data
and would also minimize internal access to data, noting that “I
could look up any teacher’s ID and see their usage as a developer.
I guess I could see how well classes [are] performing and that’s
probably not good... If the production environment somehow had
another layer that I could just see what they were doing... where
I don’t need to know the teacher’s name... I think that would be
an improvement.” P5 would add more options for users to choose

the data they wanted to expose and would create a private mode.
P6 would would improve encryption, reduce data collection, add a
feature in the app interface to support data deletion, and would add
customer service support for discussing privacy concerns; P6 also
said that they would connect users to more sales and promotions.
P9 would revise their privacy policy to improve transparency and
would add a feature allowing users to use the app anonymously.

Developer P7 anticipated that substantial changes would be re-
quired to make their shopping app compliant with a data fiduciary
regulation. In general, they interpreted a core element of a user’s
best interest to be more conservative about minimizing data col-
lection and sharing and therefore thought that “a lot of changes
would have to be made.” For example, they noted that their app
currently shares device or other IDs with other companies, but said
“I don’t really know how that information is helpful... so I don’t re-
ally see why that would be necessary.” They also thought that their
app currently included predatory features, such as location-based
shopping suggestions, “[we] also show you suggestions of what to
buy based on your location, based on what other people [at] your
location have looked at... Best interest I would probably say is not
even store approximate location because showing people things
that they didn’t ask for which might interest them feels a little bit
predatory.” They also suggested that apps should make it optional
to save or store personal information.

5.3.2 User Anticipated Effects. Many users anticipated that such
a law would have a positive impact on privacy. Most anticipated
changes aligned with interpretations of the best-interest standard
that we had previously observed in our developer study. 16.9%
of users anticipated that this law would minimize data collection,
13.1% anticipated it would result in increased user control of data
collection or use, and 20.8% said it would enhance transparency
about corporate data practices. However, the most commonly men-
tioned anticipated effect was that a data fiduciary standard would
stop the practice of transferring data or sharing data with third
parties (22.6%) and that it would prohibit sale of personal infor-
mation to third parties (15.4%); this was not an effect anticipated
by participants in our developer study, and the resulting discrep-
ancy explains many of the misalignments between the developer
and user interpretations of best interest. Moreover, 13.6% of users
mentioned that a data fiduciary law would require companies to
eliminate deceptive or abusive practices that were inconsistent with
privacy, with many particularly stating that it would preclude using
personal information for targeted advertising. This theme did not
emerge in our developer interviews; only P7 mentioned eliminating
predatory features, and none of the developers interviewed consid-
ered targeted advertising to be incompatible with a data fiduciary
law.

Like the developers, some users also anticipated that a data fidu-
ciary law would have impacts that are not directly tied to privacy.
13.8% users anticipated that a data fiduciary law would require com-
panies to improve their system security, a theme that is consistent
with the results of our developer study. However, none of our users
mentioned improvements to usability or the introduction of new
features as potential impacts of a best-interest standard, despite
these themes emerging repeatedly in our developer interviews.
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Some users were skeptical that a data fiduciary law would have
any positive impact. 4.9% thought loopholes would render such a
law ineffective, and 4.6% thought a “best interest” standard was
too vague to be effective. Six users thought that a data fiduciary
law would result in no changes, and two mentioned potential unin-
tended consequences such as forcing companies to charge for their
products or putting companies out of business.

5.4 Attitudes towards a Data Fiduciary Law
Overall attitudes towards a data fiduciary law were strongly pos-
itive, with 8/9 developers and 89.7% of users in favor of enacting
such a law.

5.4.1 Developer Attitudes. 8/9 developers were in favor of enact-
ing a data fiduciary law requiring companies to process personal
information only in ways consistent with the best interest of the
data subjects.

Six developers explicitly identified aspects of their interpretation
of “best interest” as positive impacts that a data fiduciary law would
have, thereby justifying the adoption of such a regulation. Three
developers (P1, P2, and P3) thought that a data fiduciary law would
be a good idea because it would increase user control over their data.
For example, P1 said, “I think that’s the direction that developers
need because it has to be users’ best interest in everything that
we do...to really make sure that the user is really in control.” P2
reflected that this would give people ownership of their data, “data
should be your own, no matter what application you’re using.” Two
developers (P6 and P9) referred to anticipated improvements in the
user-friendliness of apps as a reason such a lawwould be a good idea.
For example, P6 said, “at the end of the day we want to have more
users using our app and if we have services that prioritizes users
and they have their data well [protected], everything [is] working
fine, the interface is easy to use—if a person is using [the app] for
the first time, they don’t have a hard time operating, then that’s
in the user’s best interest.” P5 discussed anticipated improvements
in security, stating that adversaries are “getting smarter every day”
and thus that “it’s important to get a step ahead in protecting data.”

Other reasons cited for why a data fiduciary law would be a
good idea included increased trust in an app (P8: “If the users feel
confident using the app, then that’s an advantage even to the client
who owns the project”) and a general sense that there was a need
for stronger privacy regulation in the United States (P4: “I definitely
think that there’s probably an overstepping of privacy violations.
A lot of these services kind of use people as a revenue source... It’s
like the saying that if the product is free, then you’re the product...
I think that a lot stronger privacy regulations [are needed]. I’m
kind of a fan of GDPR. Our app is also used in Europe and the
version of the app that we use in Europe is a lot more...the patient’s
rights are more so than the American version”). P2 emphasized that
such a law would codify what they already view as a developer’s
responsibility to develop software that prioritizes their users’ best
interest, “I think as developers, we have a responsibility to push for
this, even if business decisions aren’t thinking of this. I think upper
management doesn’t think of this. Yeah I think it’s a great idea.”

Only one developer interviewed (P7) expressed opposition to a
data fiduciary law. Their primary concerns were that such a law

might prohibit existing features that users might like, such as tar-
geted advertising (“Maybe someone might want to see other items
that they didn’t think of to search, but they might still want to buy”)
and the ability to save personal information for future use (“A lot
of it also is convenience because not being able to save addresses
or your location—I feel like it’s also saved for convenience, not
just targeted ads”). They also discussed challenges for developers
in complying with a hypothetical data fiduciary standard, includ-
ing the cost of developing and maintaining the more complicated
control flow necessitated by additional opt-in interfaces (“There
probably would need to be a lot more opt-in save this data. Because
I feel like [some users] still want the convenience, maybe there’s
these users who would want their data to be stored, so I feel like
a lot more things have to be opt-in and then there would have to
be different flows based on that”) and the challenges of balancing
functionality and privacy (“[The app I worked on] has many fea-
tures such as location sharing, calendar syncing, that requires user
data... So it can be difficult to create an app that provides useful
features and also protects the user’s privacy”).

5.4.2 User Attitudes. 89.7% of users said that they “strongly agree”
or “agree” that enacting a data fiduciary law would be a good idea.
6.7% of users were neutral and 3.6% disagreed or strongly disagreed.
We also qualitatively analyzed free-response answers explaining
why each person was or was not in favor of a data fiduciary law.

The most common explanation for why users were in favor of
a data fiduciary law was a general sense that such a law would
result in increased protections for user data. 35.9% users mentioned
such themes. For example, “Because it would be looking out for
the privacy of my data and security,” “Companies should have an
obligation to protect your data,” and “[it] could eliminate so-called
‘accidental’ breaches because having data exposed to data hacking
attempts would not be in the user’s best interest.” While many of
these explanations were vague, they reflected a optimistic attitude
toward the potential impact of a data fiduciary regulation.

Many users were in favor of a data fiduciary law because they
anticipated that it would have a specific positive impact on various
aspects of privacy, as discussed in Section 5.3.2. 21.3% critiqued
current data practices they identified as abusive and believed would
be prohibited by such a regulation. For example, one participant
simply stated that “too much user data is [currently] being used for
nefarious reasons” and another predicted “It would prevent com-
panies from misusing the information they are collecting.” Several
participants mentioned reducing data use for advertising purposes
and interrupting the current data economy as a reason to support
a data fiduciary law. For example, one said, “Our well-being should
be first and foremost, NOT giving out our private data willy-nilly
in order to bombard us with advertisements and risk sharing our
data with untoward companies. The companies and apps making
money should not trump our privacy.” Another participant reflected,
“This privacy law, if it functions as intended, could protects users
from their data being stored or passed around in ways they are
uncomfortable with. It might reduce instances of companies taking
advantage of users through advertising, deception, and capitalizing
on a large amount of a user’s data.”

Other anticipated privacy benefits that were mentioned in sup-
port of a data law included limiting data sharing (mentioned by
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15.9% of our users, for example one participant simply said they
were in favor because a data fiduciary law would “prevent un-
necessary sharing of personal information”), eliminating data sale
(mentioned by 10.0% of our users, for example “A lot of companies
nowadays get by off selling your information to third parties, so
having your best interests at mind would help to protect you”), and
limiting data collection (mentioned by 8.2% users, for example “I
am tired of companies collecting information about me in order
to make money”). 10.5% of participants cited anticipated improve-
ments in user control over personal information as a reason why
they support a data fiduciary law, for example, “Because it should
always be the user’s choice where their data is stored or sent.” And
7.9% mentioned anticipated improvements in transparency about
data practices as reasons why they are in favor of such a law, for
example, “Because we as users have no idea how our personal infor-
mation is being shared. If that information is provided, it is buried
so deep in the privacy agreement that Sherlock Holmes couldn’t
find it. And if found, the wording is such that we users cannot
understand what we are reading. This is wrong!”

Finally, many users indicated support for a data fiduciary law
because such a regulation would be compatible with their philo-
sophical ideas of how companies should handle user data. 25.6%
explicitly reflected support for requiring companies to prioritize
user interests over profits. For example, users said, “I think anything
that puts the consumer first over profit is a good idea” and “I am a
user. This law works towards the best interests of users. It follows
that the law works in my best interest. Therefore, its in my best
interest to support this law.” Additionally, 9.7% of users mentioned
that they were in favor of expanded regulatory oversight, which
such a law would provide, for example, “corporations cannot be
trusted to act in my best interest without legal ramifications” and
“Privacy regulation is becoming more important in the digital age
and needs legislation to enforce restrictions.” 9.7% of users men-
tioned that they would trust companies more if such a regulation
were in effect.

However, a small minority of users did not support enacting a
data fiduciary regulation. Among these, the most common critique
(5.9% of users) was that a best interest standard would be too vague
to be effective. For example, one user said, “It is too subjective.
What the company believes is in the best interest may be different
from what I believe is in my best interest.” 2.8% of users, including
6/7 users who strongly disagreed with enacting a data fiduciary
law, said that such a law would not go far enough, for example, “I
am strongly against data collection and this would still allow data
collection. Data should be private, regardless of some law.” 2.1%
of users predicted that loopholes or non-compliance would render
such a law ineffective. For example, “My concern is that it would
be defined in a way that leaves loopholes you could drive a truck
through” and “they can just lie about what they’re doing so it makes
no difference. They will just find ways around the laws.” Additional
critiques that were mentioned by fewer that 5/390 participants
included that there was already too much regulation or that such a
law might have unintended consequences.

6 Discussion
Our results lead to two important and related insights. The first
is variety. Different stakeholders interpret data fiduciary require-
ments differently. They anticipate that a fiduciary law would have
different effects. Their attitudes towards such a requirement varies.
The second points to a key shortcoming of this legal proposal: its
vagueness.

Participants in our user studies interpreted the described data
fiduciary law—and its “best interest” standard—in myriad ways.
While many of the interpretations focused on various aspects of
data privacy, some of these interpretations reflected data practices
already mandated by current privacy regulations (e.g., data mini-
mization, user control and consent, and transparency), albeit per-
haps in a stronger form, while other interpretations would prohibit
data practices that are common under current privacy regulations
(e.g., eliminating transferring data or sharing data with third parties,
prohibiting the sale of personal information, and banning use of
personal information for targeted advertising). Other interpreta-
tions (e.g., improving system security, supporting personalization
and other features, and improving interface usability) had no direct
privacy implications. Notably, 8/9 developers we interviewed inter-
preted the best-interest standard as being generally consistent with
current practices, whereas 42.6% of the end-users we surveyed in-
terpreted it as prohibiting data practices in ways that would disrupt
current practices around data sharing and targeted advertising.

We hypothesize that the extremely high level of support we
observed for a data fiduciary law arises directly from the vague-
ness of the best-interest standard. Because of its vagueness, people
project their own desired outcomes onto the standard; they are
then naturally in favor of enacting a regulation that requires their
desired outcomes. We saw evidence for this theory in both of our
user studies. The eight developers who were in favor of a data fidu-
ciary regulation were the same eight developers who anticipated
making few or not changes if such a law were enacted, presum-
ably because they interpreted this legal standard to require data
practices similar or identical to those they had already voluntarily
adopted. And six of these developers explicitly identified aspects of
their interpretation of “best interest” as positive impacts that a data
fiduciary law would have, thereby justifying the adoption of such a
regulation. In our user study, many of the same themes emerged
for anticipated effects of a data fiduciary law (Section 5.3.2) and for
why people supported a data fiduciary law (Section 5.4.2) because
many users cited their interpretation of the law in both places. For
example, one user who thought that a data fiduciary law would
require companies “to stop selling personal data to third parties
such as advertisers” then said that they were in favor of a data
fiduciary law because, “Companies should have an obligation to
protect your data, not sell it.” Conversely, another user who inter-
preted this standard as requiring consent for data collection (“that
company’s websites would have consent statements on them to,
obtain permission to store and save users data”) then said that they
were in favor of such a law because “user information would be
safe guard[ed] from be used by companies without our consent.”
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Further research will be required to validate this hypothesis.
Future research should also explore the extent to which this hy-
pothesis extends to current regulatory requirements such as data
minimization and privacy by design.

The disparate and inconsistent interpretations that arise from
this vagueness also pose a challenge to implementation of a data
fiduciary law. Passage of a vague standard might suffer from regu-
latory capture. It takes time for legal challenges to make their way
through the court system to create binding case law, and FTC rule-
making likewise takes time. In the interim, the gap between the
vague language on the books and the reality on the ground would
create an opportunity for companies—particularly big tech-industry
actors—to define and interpret rules according to their own best-
interest, behavior that had been observed in prior work [64, 65].
This effect could potentially minimize the impact of a data fidu-
ciary standard in favor of a narrower interpretation, e.g., focused
on user control, transparency, security, and personalized features.
That sort of narrow interpretation would fall short of user expec-
tations and force minimal changes in industry data practices, as
predicted by most of the developers we interviewed. In order to
be effective, a data fiduciary law would therefore need to provide
concrete guidance about how it should be interpreted and applied.

Future interdisciplinary research should develop proposed reg-
ulatory language—including examples and guidelines—and then
empirically evaluate the draft statute to identify whether and how a
more precise legal standard that could generate shared understand-
ing. This would empower a data fiduciary model with consistent
interpretations and would bring corporate data practices into align-
ment with social norms.

Regardless of whether a data fiduciary law is adopted in the
United States, our results provide further evidence that there is
widespread dissatisfaction with common data practices such as
sharing data with third parties, selling personal data, and using
personal information for targeted advertising. A data fiduciary reg-
ulation with appropriate language and guidelines is one possible
approach to banning such practices and bringing corporate data
practices into alignment with social norms. However, these data
practices are a core component of the current data economy. A law
that prohibits such practices could potentially cause significant eco-
nomic disruption, motivate adoption of new monetization models
(e.g., subscription services), trigger as-yet unpredicted changes to
the dynamics of the tech industry, or introduce new regulatory
obligations.

In order to support the adoption of effective privacy regulations,
future work should continue to explore the potential impact of
prospective regulations rather than focusing exclusively on enacted
laws. Interdisciplinary work should also explore how such possible
future laws would impact all stakeholders, including developers,
corporations, end-users, and regulators.

7 Conclusion
In this work, we conducted the first empirical evaluation of the im-
pact a data fiduciary law might have if enacted in the United States.
We identified a broad range of different ways different developers
and end-users would interpret and apply such a legal standard.
We also found that users generally agreed with the developers we

interviewed about which first-party uses were consistent with a
best-interest standard. However, users considered most data shar-
ing to not be in their best interest, and many users specifically
identified data sharing, sale of data to third parties, and targeted
advertising as not being in their best interest. While we found that
most users—and most of the developers we interviewed—were in
favor of a data fiduciary law, we argue that the vagueness of the
proposed legal standard is likely to undermine its effect and that ad-
ditional research and evaluation is needed before such an approach
should be pursued.
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A Developer Screening Questions
• How many years of experience do you have in mobile app
development?

• How many mobile apps have you worked on?
• Consider one mobile app you have worked on. What is the
app name?

• Please provide a link to the app in the Google Play Store if
available:

• Please provide a link to the app in the iOS App Store if
available:

• What was your role in developing this app?
• What kind of company was this app developed for?
– Big tech company

603

http://www.jstor.org/stable/resrep57319
http://www.jstor.org/stable/resrep57319


Proceedings on Privacy Enhancing Technologies 2025(3) Michele Tang, Liam Bayer Jr., Leonardo Torres, and Eleanor Birrell

– Small tech company
– Startup
– Non-tech company
– Personal Project
– Other, please describe

• First Name:
• Last Name:
• Email address:
• What is your age?
– 18 - 24 years
– 25 - 34 years
– 35 - 44 years
– 45 - 54 years
– 55 - 64 years
– 65 years or older

• What is your gender?
– Male
– Female
– Non-binary/third gender

• What is your race?
– Black or African American
– American Indian or Alaska Native
– Asian
– Native Hawaiian or Pacific Islander
– Other

• Are you of Hispanic/Latino/Spanish origin?
– Yes
– No

• Current country of location:
• Current Occupation:

B Developer Interview Script
• Could you tell me about your experience working on app
name. What was your role in making that app?

• Was your experience mostly in iOS or Android development?
Or both?

• How are privacy decisions managed in your organization
and what is your role in that if any?

• Next, could you please pull up the privacy label of your app
app name. Can you walk me through this privacy label and
explain which of these data practices you think have privacy
implications and what those are?

• Are there any things you decided not to collect or things you
decided not to do with data because of privacy concerns?

• Now I would like to show you a new privacy regulation that
is being considered: Imagine a new privacy regulation is
enacted where any party engaging in user data collection is
obligated to act in the best interests of those users. Acting
in the users’ best interest means putting their well-being
first. This could look like avoiding opportunistic behavior,
reducing abusive design practices, and prohibiting certain
forms of data processing and collection, among other things.
What do you think acting in a user’s “best interest” would
look like for your app?

• Let’s go back to the privacy label, can you walk me through
the label and explain whether you think each element is in
the users’ best interest? If not, how would you change it?

• Overall, if this regulation were enacted, to what extent would
you change your data practices?

• Next, do you think this privacy regulation would be a good
idea? Why or why not?

• What could be possible challenges or issues that you would
face as a developer or your company would face if there
were such a regulation?

C User Survey Questions
Imagine a new privacy regulation is enacted where any party

engaging in user data collection is obligated to act in the user’s
best interest. Acting in the user’s best interest means putting the
user’s well-being first. This could look like avoiding opportunistic
behavior, reducing abusive design practices, and prohibiting certain
forms of data processing and collection, among other things.

In the following scenarios, assume the company that made the
app collects your data and stores your data on their machines.

• Imagine you use a finance app that stores the text messages
you send them (including the sender, recipients, and the
content of themessage) on their machines in order to support
some of the app’s features. Do you agree this data storage in
your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a finance app that stores information that
uniquely identifies your phone on their machines in order to
verify your identity. Do you agree this data storage in your
best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine your child is using an education app that stores
voice recordings on the company’s machines in order for
their teacher to give them feedback on their speaking skills.
Do you agree this data storage in your child’s best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine your child is using an education app that stores
their username on the company’s machines in order for the
company to debug issues. Do you agree this data storage in
your child’s best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree
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• Imagine you use a finance app that stores your mailing ad-
dress on the company’s machines in order to prevent fraud.
Do you agree this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a medical app that stores the emails you
send them (including the email subject line, sender, recip-
ients, and the content of the message) on the company’s
machines so that your doctor can communicate with you.
Do you agree this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a medical app that stores your name on
the company’s machines in order to include your name on
medical documents. Do you agree this data storage in your
best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you have asthma and use a medical app that stores
information that uniquely identifies your phone on the com-
pany’s machines in order to enable bluetooth connection
with your inhaler. Do you agree this data storage in your
best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you have asthma and use a medical app that stores
information about your exact location (within 3 square kilo-
meters of where you are) on the company’s machines in
order to gather data about weather conditions (such as dust
information) to provide recommendations on your inhaler
usage. Do you agree this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you have asthma and use a medical app that stores
information about your approximate location (3 square kilo-
meters or more from where you are) on the company’s ma-
chines in order to gather data about weather conditions (such
as dust information) to provide recommendations on your
inhaler usage. Do you agree this data storage in your best
interest?
– Strongly agree
– Agree

– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that securely stores your
email address on the company’s machines in order to send
you personalized offers and opportunities. Do you agree this
data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that stores information that
uniquely identifies your phone on the company’s machines
in order to send you ads or marketing communications. Do
you agree this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that stores your location
(within 3 or more square kilometers from where you are) on
the company’s machines in order to set up or manage your
account with the company that provides the app. Do you
this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that stores your location
(within an area of less than 3 square kilometers from where
you are) on the company’s machines in order to set up or
manage your account with the company that provides the
app. Do you agree this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that securely stores your
financial account details, such as credit card number, on
the company’s machines in order to access this information
conveniently when needed on the company’s app. Do you
agree this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that stores information
that uniquely identifies your phone on the company’s ma-
chines in order to verify your identity. Do you agree this
data storage in your best interest?
– Strongly agree
– Agree
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– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that securely stores your
contact information (such as contact names) on the com-
pany’s machines in order to authenticate your identity when
using the app. Do you this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that stores your email ad-
dress on the company’s machines in order for the company
to contact you in the case of any issue. Do you this data
storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that stores your email ad-
dress on the company’s machines in order to set up or man-
age your account with the company that provides the app.
Do you this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a productivity app that stores your email
address on the company’s machines in order to inform you
of any updates to the company’s app if needed by email. Do
you agree this data storage in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Which of the following best describes the scenarios discussed
on the previous page?
– The company that made the app collects your data and
stores your data on your phone

– The company that made the app collects your data and
stores your data on their machines

– The company that made the app collects your data and
shares your data with third parties

– The company that made that app collects your data and
sells it to third-party advertisers

In the following scenarios, assume that the company that made
the app collects your data and shares your data with third parties.

• Imagine you are a college student and use an education app
that securely sends your precise location (within 3 kilometers
of where you are) to other companies in order to connect
you with opportunities nearby on your college campus. Do
you agree this data transfer in your best interest?

– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that securely sends your
purchase history to other companies in order to prevent
fraud. Do you agree this data transfer in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that securely sends informa-
tion that uniquely identifies your phone to other companies
in order to prevent fraud. Do you agree this data transfer in
your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that sends your email ad-
dress to other companies in order to show you recommended
content. Do you agree this data transfer in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that sends your email ad-
dress to other companies in order to send you delivery notifi-
cations. Do you agree this data transfer in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Imagine you use a shopping app that sends your email ad-
dress to other companies in order to set up or manage your
account with the company that provides the app. Do you
agree this data transfer in your best interest?
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Which of the following best describes the scenarios discussed
on the previous page?
– The company that made the app collects your data and
stores your data on your phone

– The company that made the app collects your data and
stores your data on their machines

– The company that made the app collects your data and
shares your data with third parties

– The company that made that app collects your data and
sells it to third-party advertisers
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Imagine a new privacy regulation is enacted where any party
engaging in user data collection is obligated to act in the user’s
best interest. Acting in the user’s best interest means putting the
user’s well-being first. This could look like avoiding opportunistic
behavior, reducing abusive design practices, and prohibiting certain
forms of data processing and collection, among other things.

• To what extent to you agree with the following statement:
Enacting this privacy law would be a good idea.
– Strongly agree
– Agree
– Neutral
– Disagree
– Strongly disagree

• Please explain why:

• How do you think companies’ data practices would have to
change to comply with this law?

• How much do you feel you understand what companies are
doing with the data they collect about you?
– A great deal
– A lot
– A moderate amount
– A little
– None at all

• How concerned are you, if at all, about how companies are
using the data they collect about you?
– Very concerned
– Somewhat concerned
– Not too concerned
– Not at all concerned

• What is your current age?
– 18-24
– 25-34
– 35-44
– 45-59
– 60-74
– 75+

• What is your gender?
– Man
– Woman
– Non-binary person
– Prefer not to answer
– Prefer to self-describe:

• Choose one or more races that you consider yourself to be:
– White
– Black or African American
– Native American or Alaska Native
– Asian
– Pacific Islander or Native Hawaiian
– Other:

• Do you consider yourself to be Hispanic/Latino/Latinx?
– Yes
– No
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