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Abstract
As chatbots become increasingly integrated into group conversa-
tions on instant messaging platforms, concerns arise about their
impact on user privacy. While prior research has examined chatbot
risks in one-on-one interactions, little is known about how users
perceive and respond to privacy threats in group settings, where
chatbots may silently access messages and metadata. To address
this gap, we conducted an online survey (N=374) across five popular
messaging platforms—WhatsApp, Discord, Telegram, Viber, and
LINE—to evaluate user awareness, understanding of chatbot access,
privacy concerns, and behavioral responses. We found that many
users were unaware of bots in their group chats and significantly
underestimated their data access: only 41.7% correctly identified
what messages chatbots could access. Privacy concerns also rose
sharply after users learned about actual bot permissions. Based
on our findings, we propose a five-stage model that captures how
users detect, interpret, and respond to chatbot-related privacy risks.
We further analyzed the designs of platforms with official chat-
bot support through this model and found mismatches between
design choices and user expectations. Finally, we offer design rec-
ommendations to improve transparency and user control in group
chatbot-interactions.
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1 Introduction
Instant messaging platforms have become essential communication
tools in both personal and professional contexts. As these platforms
evolve, chatbots—i.e., automated software agents that can interact
with users—have become increasingly integrated into group chat
environments across messaging services [12, 41]. These chatbots
provide various functionalities ranging from content moderation
[19, 38] to entertainment [8, 32], enhancing user experience and
enabling automated tasks [13, 29] within group conversations.
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Prior work has examined the security and privacy risks posed
by chatbots and third-party apps in messaging platforms, identi-
fying issues such as overprivileged bots [4, 12] flawed data access
controls [3, 41], and ambiguous data-access policies [41] that can
lead to privilege escalation and data breaches. Prior work has also
examined users’ privacy concerns and perceptions of chatbots, pri-
marily in one-on-one settings, highlighting issues such as risks of
self-disclosure and data misuse [15], loss of control over shared
information [33], and the potential manipulations of users’ willing-
ness to disclose personal data [14, 18].

However, to the best of our knowledge, no prior work has ex-
amined how users interact with chatbots in group settings and
perceive the associated privacy risks. Group chatbots differ from
one-on-one chatbots in three ways. First, in one-on-one interac-
tions, chatbots are the direct recipients of user messages, but in
group chats, messages are typically directed at other group mem-
bers, not the chatbot. Second, users may join group chats without
realizing that a chatbot is present. Third, users often have no con-
trol over whether a specific chatbot is included in the conversation.
Understanding how users perceive these chatbots and what privacy
expectations they have is crucial for designing systems that respect
user privacy while maintaining functionality.

Our research addresses this gap by investigating two research
questions:

• RQ1: How do users interact with chatbots in group settings,
and how do they perceive, understand, and respond to the
associated privacy risks? What expectations do users hold
regarding chatbot behavior and data access?

• RQ2: To what extent do current chatbot platform designs
align with users’ mental models and privacy expectations?
Where misalignments exist, what design interventions can
better support user understanding and privacy protection?

To investigate how users perceive, understand, and respond to
the privacy risks posed by chatbots in group chat environments, we
conducted an online survey with 374 participants who have used
chatbots on popular instant messaging platforms, including What-
sApp, Discord, Telegram, Viber, and LINE. Our study explores four
core dimensions of user experience: (1) whether users are aware of
the presence of chatbots in their group chats; (2) how accurately
they understand the scope of chatbot data access, includingmessage
content and metadata; (3) what privacy concerns and behavioral
responses they exhibit; and (4) what normative expectations they
hold regarding what chatbots should be allowed to access.
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To complement our user study, we conducted a systematic evalu-
ation of chatbot implementations across three messaging platforms
that officially support chatbots: Discord, Telegram, and LINE. We
excluded WhatsApp and Viber as they lack official chatbot integra-
tion. Our analysis focused on assessing how well these platforms
align with user expectations and privacy concerns identified in
our survey. Through the analysis, we identify gaps between user
expectations and current implementation practices. For instance,
while users may expect chatbots to be clearly labeled in chat rooms,
some platforms do not provide such indicators. Our findings high-
light specific areas where design improvements could enhance user
privacy without undermining chatbot functionality.

This work makes four key contributions:
(1) We show that many users have limited awareness of chat-

bots in their group conversations and misconceptions about
their data access capabilities. Specifically, only 41.7% of par-
ticipants correctly understood what messages chatbots can
access. We identify six major mismatches between users’ per-
ceptions and the actual capabilities and behaviors of chatbots.
These gaps increase users’ privacy risks when interacting
with chatbots.

(2) Based on our empirical findings, we systematize a five-stage
model that describes how users detect, interpret, and respond
to chatbot-related privacy risks.

(3) We evaluate current chatbot designs on Discord, Telegram,
and LINE, three platforms officially supporting chatbot in-
tegrations, and find that some design choices conflict with
user expectations emerged from our user study, especially in
terms of transparency and privacy notifications. For exam-
ple, Telegram does not disclose a chatbot’s message access
capabilities in the user interface until after the bot has been
added to a group.

(4) We present eight design recommendations for improving
chatbot transparency and control mechanisms.

2 Data Access Capabilities of Chatbots
Messaging platforms vary greatly in their support and regulation
of chatbots in groups. This section examines the data access capa-
bilities granted to chatbots on platforms mentioned in our study.

2.1 Platforms Officially Supporting Chatbots
Several messaging platforms officially support chatbots in group
conversations, offering APIs and SDKs [10, 22, 37] for program-
matic message exchange. To users, a bot appears as a regular group
participant, with its messages visible in the conversation history.

Chatbots often have different privileges than human users. Three
capabilities are particularly relevant from a privacy standpoint: ac-
cess to message content, message metadata (e.g., sender’s identifier),
and group metadata (e.g., group members’ identifiers). These capa-
bilities vary by platform.

On LINE, chatbots are treated like regular users. They can read
all messages, access metadata such as sender identifiers and profile
images, and view the full list of group members and their profiles.
There is no distinction in permissions between chatbots and users.

Telegram enforces stricter controls. By default, chatbots run in
Privacy Mode, which limits access to messages that mention the bot

or include predefined commands. Developers can disable this mode
to allow full message access. In both modes, chatbots can access
metadata such as user identifiers, profile images, and usernames.
Although they cannot directly view the full member list, they can
see active participants and gradually infer group composition.

Discord imposes the most restrictive default permissions. Chat-
bots are notified of all new messages by default, but can only access
the content if the messages mention them or contain their regis-
tered command [17]. To access the full message content or the
member list, chatbots must pass a platform-level review [11]. Some
metadata, such as the sender’s nickname, role, global identifier, and
profile image, remains accessible, regardless of review status.

2.2 Userbots on Platforms Without Official
Chatbot Supports

Some platforms, such as WhatsApp and Viber, do not offer official
support for chatbot integration in group conversations. In these
cases, programmatic participation is typically achieved using auto-
mated client applications, commonly known as userbots.

Since userbots are real user accounts operated by software, they
have the same access as human users, including full message con-
tent, metadata, and group membership. Their detectability depends
largely on how much they reveal their automated behavior. Open-
source tools make building userbots easier [5, 26].

However, using userbots generally violates the Terms of Service
of the platforms [23, 31]. These platforms have taken a strict stance
against them. For instance, WhatsApp has explicitly warned that it
may take legal action against automated or bulk messaging [24],
and actively works to detect and ban userbots [25].

3 User Study
To understand the privacy risks of chatbots in group chat settings,
we conducted a user study to explore the usage patterns and privacy
perceptions associated with chatbots. We engaged with participants
across demographic groups to understand the frequencywith which
they interact with chatbots in group settings and their awareness
of the data access permissions these chatbots have.

Our user study aimed to investigate RQ1, whichwe further divide
into five sub-research questions.

• SQ1.What do users use chatbots for, and in what contexts
do they interact with them?

• SQ2. Are users aware of the presence of chatbots in group
chats? Do they actively look for the presence of the chatbot?

• SQ3. Do users understand what the chatbot has access to?
• SQ4. How do users perceive the privacy risks of chatbots?
How do they respond to these risks?

• SQ5. What are users’ expectations about what chatbots
should have access to?

3.1 Study Design
We conducted our study online, using a structured questionnaire
distributed via Qualtrics. Most questions used 5-point Likert scales
to measure participants’ preferences and familiarity, and some open-
ended questions allowed participants to justify or elaborate on their
answers. The main questionnaire had five sections, preceded by a
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comprehension check and followed by a demographic survey. The
full questionnaire is presented in Appendix C.

To ensure that participants understood the study context, our
questionnaire began with a comprehension check that asked them
to distinguish between chatbots in group chats on instantmessaging
services (e.g., Discord moderation bots) and other chatbots not
relevant to our study (e.g., ChatGPT). Participants who failed this
check were disqualified and their responses were not recorded, as
this indicated they likely misunderstood the consent form, which
specified the type of chatbot being studied.

The first section (Appendix C.2) gathered data on participants’
use of instant messaging services. Participants selected one messag-
ing platform they used regularly (WhatsApp, Discord, Telegram,
Viber, or LINE) and reported whether they had prior experience
with chatbots in group chats. All subsequent questions focused on
their experiences within that specific platform. The study focused
on globally popular platforms [7] where chatbots are known to
be present. These questions provided background on participant
familiarity and filtered out those with minimal exposure to chatbots.

The second section (Appendix C.3) examined participants’ aware-
ness of chatbots in both private and public group chats. We asked
whether they had noticed chatbots, how frequently they checked for
them, and what types of group chats they had encountered chatbots
in. To account for differences across social contexts, we classified
group chats into two categories based on context and purpose: pri-
vate groups, which involve close friends or family and focus on
intimate conversations, and public groups, which are broader and
often include unknown participants. Participants reported their
behaviors in both contexts. This section provided insights into
how users recognize and understand chatbot presence in different
settings. The first and second sections together provided data for
answering SQ1 and SQ2.

In the third section (Appendix C.4), we explored participants’
knowledge about chatbot data access. We asked them to estimate
message types, message metadata, and group-related information
that chatbots could access. Afterward, we disclosed the actual data
access capabilities of chatbots on their selected messaging platform
and collected participants’ reactions and privacy concerns. This
allowed us to assess gaps in user understanding and address SQ3.

In the fourth section (Appendix C.5), we measured participants’
privacy concerns about chatbot data access in both public and pri-
vate group contexts. We asked participants about their privacy
concerns and how the presence of chatbots affected their willing-
ness to share sensitive or controversial information in group chats.
This information helps to understand users’ behavioral responses
to perceived privacy risks and contributes to answering SQ4.

The fifth section (Appendix C.6) examined participants’ expecta-
tions about chatbot data access.We asked what types of information
they believed chatbots should be able to access and presented two
specific scenarios to explore whether their preferences changed
based on context. These responses helped address SQ5.

We validated the survey design through two rounds of pilot
studies. In the first round, we recruited eight volunteers from our
institution, excluding members of our research team, to complete
the survey and provide feedback. In the second round, we recruited
30 participants from Prolific to further refine the survey. Based on
their responses, we adjusted some questions for clarity and added a

comprehension check at the beginning. This addition addressed the
issue where some participants mistakenly assumed that the term
“chatbot” referred to conversational agents such as ChatGPT.

Ethics. Our study was approved by the Institutional Review
Board (IRB) of our institution. In addition, all participants were
required to consent to the study online, confirming that they un-
derstood the scope of the study and their rights as participants.
Participants could withdraw at any time without consequence.

3.2 Data Analysis
Quantitative Analysis. In addition to descriptive statistics, we

applied statistical tests to identify significant differences and as-
sociations in the data. For paired ordinal data, such as changes
in privacy concerns, we used the Wilcoxon signed-rank test to
assess median differences. To measure correlations between self-
reported knowledge and actual understanding of permissions, we
used Spearman’s rank-order correlation. All tests were two-tailed
unless stated otherwise, with a significance level of 𝛼 = 0.05.

Qualitative Analysis. We conducted thematic analysis of responses
to open-ended questions about chatbot interactions in group chats.
This analysis was conducted by three researchers using inductive
coding techniques. They iteratively developed and refined coding
categories, which were then consolidated into broader themes. Reg-
ular meetings were held to resolve any discrepancies. Since three
researchers met to resolve conflicts, we did not report the inter-rater
reliability. The complete codebooks are provided in Appendix D.

3.3 Recruitment
We recruited participants through the Prolific platform. We estab-
lished specific eligibility criteria for our participants: they must
(1) be regular users of instant messaging services, (2) have seen
or used chatbots on instant messaging services, (3) be at least 18
years old and meet the legal age of adulthood in the participant’s
location, and (4) be fluent in English. We did not restrict participant
geography. Data was collected from October 4 to October 7, 2024.
Recruitment continued until we reached the target sample size
of 385, as determined by a power analysis (95% confidence level,
5% margin of error). In total, 482 participants were recruited, of
which 374 provided valid submissions. Due to an administrative
error, some invalid submissions were discovered only after data
collection ended, leaving fewer valid responses than planned. As a
result, the margin of error of our study is approximately 5.1%. The
demographic of the participants are shown in Table 4 in the Ap-
pendix A. We excluded responses from individuals who failed any
attention checks or had a reCAPTCHA score below 0.8. Specifically,
84 participants were disqualified due to failed attention checks,
and 24 did not meet the reCAPTCHA score requirement. Some
participants reported difficulties using Qualtrics’ drag-and-drop
features, leaving certain questions at default values and rendering
their responses invalid. We identified 39 submissions likely affected
by this issue.

Participants who completed the survey with at most one failed
attention check received compensation of £3.50. Participants who
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were screened out or experienced technical issues were compen-
sated at a rate of £0.10 per minute spent on the survey. Among the
valid submissions, the average completion time was 26.0 minutes.

4 Results and Findings
We collected valid responses from 374 participants.1 Among all
participants with valid submissions, the majority (244 participants,
65.2%) choose WhatsApp as their most commonly used messaging
services that they have seen chatbots on. Discord (83, 22.2%) and
Telegram (40, 10.7%) come the second and the third. Six participants
(1.6%) reported Viber and one reported LINE. Regarding chatbot
usage, 146 participants (39.0%) reported noticing chatbots in group
chats on a daily basis, while 94 participants (25.1%) said they inter-
acted with chatbots daily. The full results are shown in Fig. 1. Note
that this may be an overestimate, as those who do not know they
have encountered chatbots would not participate in the study.

0 5 10 15 20 25 30 35 40 45 50
Percentage of Responses
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Once or less than
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Fr
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ue
nc

y

39.0%

21.7%

22.2%

17.1%

25.1%

20.9%

20.1%

31.3%

Noticing Chatbots
Interacting with
Chatbots

Figure 1: Frequency of noticing and interacting with chatbots

4.1 SQ1. Users’ Experiences With Chatbots
To understand the social context in which participants use or en-
counter chatbots, we examined the types of groups in which they
appear. We classified chat groups into private groups and public
groups, and hypothesized that users would avoid using chatbots in
private groups due to privacy concerns. However, surprisingly, our
results show that users do use chatbots in private groups. When
asked if they noticed chatbots in public and private groups, 327
participants (87.4%) reported noticing chatbots in public groups,
while 204 participants (54.6%) noticed them in private groups.

We also conducted a thematic analysis of open-ended responses
to understand how chatbots are used. The most common purposes
were informational functions (e.g., Q&A support), group modera-
tion (e.g., spam prevention, user verification), productivity tools
(e.g., reminders), and entertainment (e.g., games). A detailed analy-
sis and discussion can be found in Appendix B.1. Looking into the
bots named by participants, we found that particularly those for
moderation, require full access to messages and metadata, while
others operate with minimal data. This variation underscores the
importance of user awareness and accurate mental models regard-
ing chatbot data access and privacy implications.

1The analysis script, anonymized dataset, and qualitative coding results are available
at https://github.com/csienslab/bot-among-us.

Key Takeaways for SQ1

• Users interact with chatbots even in private groups, which
often consist of close contacts such as family and friends.

• Chatbots in group chats serve various purposes, primarily
productivity tasks and group moderation, highlighting the
need for different levels of access.

4.2 SQ2. User Awareness & Checking Strategies
Given privacy concerns, it is essential for users to be aware of the
presence of chatbots in group chats. This awareness can be achieved
either by users actively seeking out chatbots or by ensuring that the
presence of chatbots is made clear. We aimed to understand whether
users consider the potential presence of chatbots, how they detect
them, and the reasons behind their actions, or lack thereof, when
verifying the presence of chatbots. In our user study, we examined
these behaviors in both private and public group chat settings.

4.2.1 When to Check the Presence of Chatbot. When asked if they
check for the presence of chatbots when joining a new group, less
than half of participants said they always or usually check, while
about 10% said they never check, regardless of whether the group is
private or public. Participants were also asked when they typically
check for chatbots. Besides checking when first joining a group
(about 75% for both public and private groups), another common
trigger was when a bot is added (about 50%), as shown in Fig. 2. In-
terestingly, we found no significant differences in chatbot checking
behavior between private and public groups, even if the presence
of chatbots in private groups may raise greater privacy concerns.

0 10 20 30 40 50 60 70 80 90 100
Percentage of Responses

When I first join a group
When a new bot is added into the group

When a bot is removed from the group
When I notice unusual activity in the group

I check every now and then
to see if anything has changed

72.3%
51.5%

47.7%
36.9%

15.4%

75.7%
51.9%

43.7%
39.3%

12.6% Private Group
Public Group

Figure 2: Percentage distribution showing user behavior in
checking for chatbots across private and public groups.

4.2.2 Why Not Check the Presence of the Chatbot? In the open-
ended questions, we ask participants to describe their chatbot check-
ing behavior. Through thematic analysis, we identified several rea-
sons why users choose to check or not check for the presence of
chatbots in a group. While we present the analysis of why users
check for chatbots in Appendix B.2, our primary interest lied in
the opposite question: why do some users choose not to check for
chatbots? Since failing to do so can lead to uninformed decisions,
it is crucial to understand the rationale behind this choice.

Lack of Concern About Chatbots. One of the most straightforward
reasons is that some participants are not particularly concerned
about the potential threats posed by chatbots. For instance, P79
states, “I do not consider them a threat and I will continue to chat
freely despite a chatbot being in use.”
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Low Priority. For some participants, identifying chatbots was
simply not a priority. P102 explained, “my priority is engaging with
fellow human members.” P106 also said they join groups “to interact
with real human beings,” not to focus on chatbots.

Ubiquity of Chatbots. Participants reported that chatbots have
become so common that they no longer feel the need to actively
check for their presence. As P85 observed, “I know they are there
so I do not look or check for them, [...] their presence is so common
that I often don’t register their presence.”

This ubiquity may create a habitual blind spot, particularly in
public groups. Users could become desensitized to the presence of
chatbots, losing opportunities to notice and avoid malicious ones,
even when clear indicators are available.

Chatbots Are Easy to Notice. Some participants felt no need to
check for chatbots, believing they are easily identifiable. Partici-
pants mentioned that chatbots often greet newmembers or respond
immediately to certain messages. As P308 noted, “I don’t really go
out of my way to check for chatbots [because] they are normally
noticable [sic].” Moreover, chatbots on some platforms are explicitly
labeled. P310 shared, “on the discord interface I immediately see if
there is a chatbot or not.”

However, this assumption is likely flawed. Some chatbots, whether
adversarial ones eavesdropping on conversations or benign ones
moderating groups, may remain silent most of the time, making
them undetectable to users who assume chatbots are always con-
spicuous. This reflects a mismatch between users’ expectations and
the actual visibility of chatbots, leading users to potentially share
sensitive information before realizing a bot is present.

Trust. Some participants do not verify chatbots because they
trust that other group members or administrators are effectively
managing the situation. For example, P77 stated that they are com-
fortable with the presence of chatbots because “I trust my friends
to choose safe to use bots.”

Key Takeaways for SQ2

• A substantial portion of users (about 30%) of users do not check
for the presence of chatbots when joining a group.

• Some users mistakenly assume that chatbots are always easy
to spot, making them less aware of more “quiet” chatbots.

4.3 SQ3. Understanding of Chatbot Permissions
Knowledge about what chatbots have access to is crucial for group
members to make informed decisions on what to share in the group.
To understand how much users know about chatbot’s permission,
we asked the participants to self-report their knowledgeability of
chatbot permissions. Then, we ask users several questions about
the permission of chatbots on their most commonly used plat-
forms. We ask what kinds of messages, what message metadata,
and what group metadata chatbots have access to. These shed light
on whether users have correct understanding and what the most
common misconceptions are.

4.3.1 User’s Understanding and Common Misunderstandings. We
ask users to report their understanding of what chatbots can access

on their chosen platforms. Specifically, we examine their percep-
tions of what types of messages, message metadata, and group
metadata chatbots can access. We then discuss common misunder-
standings and their implications.

Message Type. When asked what kinds of messages a chatbot
can access, only 41.7% (156) of participants answered correctly. On
WhatsApp and Discord, the most common incorrect response was
only messages needed for the normal operation of the chatbot. This
assumption seems reasonable, as users without technical knowl-
edge about chatbots might expect them to access only the messages
necessary for their function. However, this reflects a concerning
mismatch between users’ perceptions and the actual scope of chat-
bot access, as users tend to underestimate data exposure due to their
intuitive but inaccurate understanding of how chatbots operate.

Another common misconception, especially among Telegram
users, is the belief that all messages are sent to the chatbot, except
for those that are later deleted. In reality, once a message is sent,
the chatbot retains access to it, and there is no mechanism in the
current paradigm to force the chatbot to “forget” received messages.
This reflects a mismatch between user expectations and actual data
retention practices. Users may mistakenly believe that deleting
a message removes all traces of its existence, including from the
chatbot’s memory, which is not the case.

Message Metadata. Regarding the second question about what
message metadata chatbots can access, most participants correctly
understand that chatbots can read message contents. However,
other types of information are less obvious to them. The most com-
monly overlooked detail is user profile information. Only about 28%
of WhatsApp and Discord users correctly recognize that chatbots
have access to their profiles. Another frequently missed piece of
information is the sender’s username or user identifier. While only
51.2% of WhatsApp users correctly recognize this, a much higher
percentage, 85.5%, of Discord users do.

The mismatch between users’ expectations and the actual extent
of chatbot access to message metadata suggests that many users
mistakenly believe chatbots cannot link messages to their identity.
As a result, they may assume they are anonymous and become
more willing to share sensitive information, even though chatbots
on many platforms do have access to sender information.

Group Metadata. Finally, in the third question, we asked what
group metadata chatbots can access. Most participants correctly
recognized that chatbots know the group name. However, other
types of information are less obvious. The most commonly over-
looked detail is the profile information of group members. Only
39.8% of WhatsApp users and 32.5% of Telegram users realize that
chatbots can access group members’ profile pictures.

4.3.2 User’s Self-Reported and Actual Knowledgeability. Before
showing participants the chatbot permissions of selected platforms,
we asked them to rate their knowledge of chatbot permissions
using a Likert scale. Alarmingly, nearly half (46.8%) of the partici-
pants indicated that they were either only slightly knowledgeable
or not knowledgeable at all. Only 13 participants (3.5%) considered
themselves extremely knowledgeable about chatbot permissions.

Next, we examined whether participants’ self-reported knowl-
edge, which reflects their confidence in understanding chatbot
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(a) User perceptions of the types of messages accessible to chatbots
on different platforms.
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(b) User expectations regarding the scope of chatbot data access.
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32.5%
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(c) User perception of group metadata accessible to chatbots on dif-
ferent platforms.

Figure 3: User understanding of chatbot data access across
message types, message metadata, and group metadata.

permissions, correlated with their actual understanding. To do this,
we checked whether their beliefs matched the actual chatbot per-
missions on their chosen platform. For the first question about
what types of messages chatbots can access, we simply checked
whether the participant answered correctly. For the next two ques-
tions, we calculated the number of options they correctly selected
or left unchecked. Because some platforms offer different permis-
sion configurations (e.g., Telegram’s Privacy Mode), we selected
the mode that best matched the participant’s response. We then
used Spearman’s rank correlation to analyze the results.

For the first two questions, which addressed message types and
message metadata, we found no positive correlation between self-
reported and actual knowledgeability. The correlation coefficients
were 𝜌 = −0.058 (𝑝 = 0.27) and 𝜌 = 0.079 (𝑝 = 0.13), respectively.
That is, we did not find evidence showing that participants’ confi-
dence about their understanding of chatbot permissions matches

the reality. However, for the third question on message group meta-
data, there was a significant correlation between self-reported and
actual knowledge (𝜌 = 0.15, 𝑝 < 0.01). More details about the
statistical inferences are in Appendix B.8.

Key Takeaways for SQ3

• Users often underestimate what data chatbots can access, es-
pecially which messages are shared with them.

• Nearly half of the users report low confidence in their under-
standing of chatbot data access, and we found no evidence
showing that their perceived knowledge match actual under-
standing of message content and metadata access.

4.4 SQ4. Privacy Concerns About Chatbots
Understanding users’ privacy concerns about chatbots would pro-
vide a guideline for improving the privacy design. In our question-
naire, we first ask the participants to self-report their concerns
without providing further information about chatbots. Then, we
present the chatbot permissions, and ask the participants about
their comfort with these designs.

We made a potentially misleading statement when describing
chatbot permissions on Discord. In our presentation, we stated
that Discord bots have access to all messages. In reality, bots can
receive all messages by default, but they cannot access message
content unless they pass a platform-level review [11]. Without
this review, bots can only read the content of messages that either
mention them directly or use pre-registered commands. Because our
wording may have led participants to believe that chatbots could
access all message content, we excluded Discord responses from
our quantitative analysis of privacy concerns. For the qualitative
analysis, we included Discord user responses only when they were
unrelated to whether bots have full message access. In Appendix B.4,
we present a sensitivity analysis showing that removing Discord
user data does not affect our main conclusions.

4.4.1 Privacy Perception. Our survey shows that many users are
concerned about chatbot privacy in group chats. Over two-thirds
(73.2%) somewhat or strongly agree that chatbots accessing user
data raises privacy issues. Similarly, 73.5% somewhat or strongly
agree that they are concerned about the collection and misuse of
personal information shared in group chats. These results suggest
that users have privacy concerns and become more cautious once
they understand what chatbots can access.

To measure how participants’ perceptions changed after learning
about chatbot permissions, we asked the same question before and
after presenting the permissions: Chatbots from group chats with
access to users’ data as checked above would raise my privacy concerns.
As shown in Fig. 4a, privacy concerns increased after participants
learned about the permissions. Initially, 64.3% somewhat or strongly
agreedwith the statement. Afterward, this rose to 73.2%, with strong
agreement increasing from 27.1% to 37.5%. A Wilcoxon signed-rank
test showed that the change in concerns exists (𝑝 < 0.001, 𝑟 = 0.308,
95% CI = [−2, 3]).

4.4.2 Thematic Analysis of Privacy Concerns. To understand what
users believe the privacy concerns are, we asked participants to
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(a) Privacy concerns before and after learning chat-
bot permissions.
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(b) Privacy concerns about chatbots.

Figure 4: User privacy concerns measured on a 5-point Likert scale from “strongly disagree” (left) to “strongly agree” (right).

describe their privacy concerns in response to an open-ended ques-
tion. Four major themes emerged: lack of transparency, excessive or
sensitive data collection, data misuse (including data sales, scams,
advertising, and legal repercussions), and risks of data breaches. A
summary of the thematic analysis is presented in Table 1, and a
more detailed discussion is provided in Appendix B.5.

4.4.3 Responses to Privacy Concerns. We investigate how users
respond to the privacy concerns of chatbots. After learning the
chatbot’s potential privacy threats, we ask the participants whether
they would continue using chatbots and why. Many participants
(42.3%) claimed that they would continue using chatbots.

We also examine whether users would change their behavior
after learning about potential privacy threats from chatbots. We
focus on self-censorship, i.e., avoiding controversial topics or sen-
sitive information to reduce risk. As shown in Fig. 4b, 68.4% (199
participants) reported they would stop talking about controversial
topics due to the presence of chatbots in the group.

For participants who continued using chatbots, we asked about
their reasoning. By thematic analysis, we find some recurring pat-
terns on rationale to continue using chatbots and mitigation to the
privacy concerns.

Utility. Unsurprisingly, many users continued using the chatbot
despite recognizing potential risks, as they found its practical value
outweighed their privacy concerns.

Privacy Cynicism. Some users are less concerned about privacy
because they believe their personal information is not valuable or
that privacy is not important enough for them to care about. Several
participants simply stated they have nothing to hide.

Privacy Helplessness. Some participants expressed their feelings
of powerlessness about privacy online. They believe that they can-
not avoid privacy risks and that data collection is inevitable. For
example, P250 commented, “there is nothing I can do to stop the
chatbots from accessing this information for as long as I still need
to use the app, it’s just a matter of acceptance.” P73 echoed similar
thoughts by saying that “my personal information is being used
by so many companies already [...] I became numb to that because
otherwise I would have to worry about everything I do online.”

Forced Acceptance. Some participants reported privacy resigna-
tion since they feel they have no way to avoid chatbots. P63 re-
marked, “if you want to participate in public servers, you can’t opt
out of chatbots.” This issue is exacerbated by a mismatch between
group members’ expectations of mutual consent and the actual

ability of administrators to add chatbots without input from others.
Unlike general privacy helplessness regarding online surveillance,
this resignation specifically relates to group participation design
and the lack of user agency within group settings.

Groups as Non-Private Context. Some participants mention that
groups are inherently non-private contexts, so chatbots reading the
messages is not an issue. For example, P71 stated, “If I am writing a
message to a group, I assume it can be public knowledge, so I only
share information about me that I am okay with people knowing.”

However, this assumption may overlook chatbots’ ability to ag-
gregate and infer sensitive information, even from seemingly trivial
data [34]. This false sense of control can make users underestimate
how user profiling systems can compromise their privacy in ways
that are not immediately apparent.

Changing Behaviors as Risk Mitigation. Some users indicated
they would adjust their behavior to mitigate privacy risks. This
involves being more careful about the information they share. As
P131 noted, “I will be [aware] what I should share on group chats
and what not to share.” P192 also mentioned the importance of
awareness and making informed decisions, stating that “the user
will understand what should be shared versus what should not if
the user fears a privacy breach.”

Trust as Risk Mitigation. Some users continue using chatbots be-
cause they trust the platform or developers. They might believe that
the developers would not do harm. For example, P346 mentioned
“I believe my information is confidential and I trust they will keep
my information private.” Besides trusting the developer, P261 also
mentioned that they trust that the group admins of “official and
recognized groups” would take good care of their privacy.

Transparency as Risk Mitigation. Some participants mention that
they believe the privacy risk can be mitigated by transparency.
For example, P89∗2 mentioned that “I don’t have a problem [...] as
long as there is a form of disclosure before i join the group.” P291∗
also mentioned “if the chatbot is clear about its permissions and
intentions, [...] I wouldnt[sic] mind it.”

2An asterisk denotes a Discord user whose response was likely unaffected by our
potentially misleading statements.
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Table 1: Thematic Analysis of User Privacy Concerns About Chatbots

Theme Description Example
Lack of Transparency Users are confused about what data chatbots collect and how

it is used.
“I do not understand how they protect our data or use it to be
more specific besides helping us.” – P95

Excessive or Sensitive
Data Collection

Chatbots may collect more data than necessary, including
sensitive information, often without clear consent.

“I feel like they should [...] not collect data at the time when
they weren’t called on to be used.” – P16

Data Misuses: Selling to
Third Parties

Fear that chatbot providers might sell user data to external
companies or data brokers.

“I have issues if the data collected is [...] later sold out to data
brokers.” – P216

Data Misuses: Scams Concern that chatbots could steal sensitive data for scams,
phishing, or identity theft.

“A chatbot that may be stealing your passwords or committing
identity theft.” – P195

DataMisuses: Ads and Ad-
motivated Tracking

Chatbots tracking conversations to create profiles for targeted
advertising.

“Only concern for me is whether or not my information is
collected and used for advertisement purposes.” – P196

Data Misuses: Censorship
and Legal Enforcement

Concern about governments using chatbot-collected data to
monitor, target, or prosecute people.

“Having data that can be subpoenaed by authorities to prose-
cute people.” – P158∗

Data Breaches Chatbots can be hacked, resulting in a data breach. “it could be a target for hacking.” – P300

Key Takeaways for SQ4

• Users show greater privacy concerns after learning about chat-
bot permissions, indicating low initial awareness.

• Users attempt to mitigate privacy concerns through behav-
ioral changes, relying on trust in developers or platforms, and
seeking transparency about chatbot permissions.

4.5 SQ5. User Expectation of Data Access
In Sec. 4.3, we showed that users’ expectations about chatbot access
permissions often differ from actual capabilities. To explore this
discrepancy further, we examine what users believe chatbots should
be able to access if users controlled these permissions. Following our
previous structure, we discuss three categories: message content,
message metadata, and group metadata. We asked participants to
select which message types they would allow chatbots to access and
to rank their preferences for message and group metadata access.
To understand how preferences change in different contexts, we
also designed two scenarios and asked the same questions.

4.5.1 General Expectations.

Message Type. Our results show that most users (41.6%) prefer
chatbots to access only the messages necessary for their normal
operation. This is consistent with our initial hypothesis that users
want chatbots to operate with the least amount of access required.
However, a significant portion (31.1%) prefer chatbots to access
messages only when they are directly mentioned. This suggests
that while users value privacy and limited access, they also want the
autonomy to control chatbot interactions, allowing them to decide
when and how chatbots engage in conversations. In contrast, only
14.5% of participants prefer full access to all messages, indicating a
general reluctance to grant broad permissions. A visualization of
the responses is provided in Fig. 11 in Appendix B.6.

Message Metadata. Our results show a strong preference for lim-
iting chatbot access to message metadata. Participants were most
comfortable with chatbots accessing basic metadata, such as times-
tamps, but strongly opposed access to more sensitive information,
such as sender metadata. A visualization of the responses is pro-
vided in Fig. 12 in Appendix B.6.

Interestingly, users ranked real usernames as more acceptable for
chatbot access than pseudonyms, even though pseudonyms provide
greater privacy by preventing tracking across groups. We suspect
this is because pseudonyms feel less intuitive to users, and their
privacy benefits are not immediately clear. Beyond usernames, other
sender metadata such as profile picture or contact information was
the least preferred, highlighting strong concerns about exposing
too much personal information to chatbots.

Group Metadata. When it comes to group metadata, users gen-
erally accept chatbot access to basic information such as the group
name. Participants are more comfortable with chatbots accessing
a list of group members’ usernames, but far less willing to allow
access to more personal information, such as profile pictures. These
findings suggest that while users recognize the need for some ac-
cess to group metadata for chatbot functionality, they prefer to
limit exposure to personally identifiable details. A visualization of
the responses is provided in Fig. 13 in Appendix B.6.

4.5.2 Influences of Contexts. To understand how different con-
texts affect user expectations, we designed two specific scenarios
and asked participants to answer the same questions again. The
first scenario, Reminder, allows users to add items in a specific
format that includes a time and a message. The chatbot then sends
reminder messages to group members at the specified time. The
second scenario, Moderation Helper, is a set of tools that help with
group moderation. For example, it sends welcome messages to new
members, silences or bans users who send spam, and tracks mem-
ber activity for future review. These two scenarios were chosen
based on popular Discord chatbots and represent two extremes: the
Reminder bot requires minimal permissions, while the Moderation
Helper bot requires access to nearly all messages and some account
identifiers to function properly.

For message access, most participants believed chatbots should
access only messages relevant to their functionality in both sce-
narios, although no current platforms support content-sensitive
permission models. Participants’ second-ranked choices aligned
with permissions required under current platform designs. In the
Reminder scenario, participants expected the chatbot to access only
messages where it was explicitly tagged. In the Moderation Helper
scenario, they expected the chatbot to have access to all messages.
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For message and group metadata, while slight differences in
preference ratios existed across scenarios, overall trends remained
consistent. Generally, participants were more comfortable with
chatbots accessing non-personal metadata. Access to personally
identifiable metadata, even for moderation purposes, was consis-
tently the least preferred option.

Key Takeaways for SQ5

• Users prefer chatbots to access only the minimum necessary
data, with a clear bias against full message access.

• Even when chatbot functionality varies, users’ preferences
consistently favor restricting access to sensitive metadata.

4.6 Privacy Expectation Mismatches
Based on our user study, we find that users’ expectations about
chatbot data access often diverge from the actual capabilities and
behaviors of chatbots. To systematically conceptualize these gaps,
we draw upon Contextual Integrity (CI) theory [28], which defines
privacy as the appropriate flow of information, governed by actors
(senders, recipients, subjects), attributes (types of information), and
transmission principles (constraints on flow).

We identify six major types of expectation mismatches, each
representing a distinct violation of CI. These mismatches reflect the
most prominent gaps revealed in our study, including: what types
of messages chatbots can read, whether consent is obtained from
all group members, how long data is retained, whether chatbots
can identify senders, whether they can track users across groups,
and whether their presence is clearly visible. Table 2 summarizes
these mismatches and their corresponding CI violations. While not
exhaustive, these six categories provide a systematic framework for
understanding chatbot-related privacy risks from a user perspective
and inform future research, design, and policy efforts that aim to
better align chatbot functionality with user privacy expectations.

5 Platform-Design Analysis
After examining how users perceive, understand, and respond to
the privacy risks posed by group chatbots, we turn to RQ2: to
what extent do current chatbot platform designs align with users’
understandings and expectations, where any misalignments occur,
and how these gaps can be addressed.

We begin by introducing Group-Chatbot Privacy Adaptation
Pathway in Sec. 5.1, which captures users’ privacy behaviors in
Sec. 4. This five-stage model captures how users detect, interpret,
and respond to chatbot-related privacy risks. Using this model, we
then examine how current platforms guide users through these
stages in Sec. 5.2. Finally, in Sec. 5.3, we present design recommen-
dations to better support user privacy in group chats.

5.1 Adaptation Pathway
To systematically guide platform design interventions, we present
a five-stage process model that captures key points at which users
may either progress toward privacy-protective behaviors or ex-
perience breakdowns. The pathway identifies critical stages from
initial bot awareness to eventual behavioral adaptation. Each stage
is grounded in empirical evidence from our user study, and we
explain how user behaviors and misconceptions map onto each

stage. This allows us to identify where users fail to act on privacy
concerns and how design interventions can help, as we will discuss
in Sec. 5.3. This pathway also aligns with the Security & Privacy
Acceptance Framework (SPAF) [9], which posits that three interde-
pendent factors, namely awareness, motivation, and ability, must be
addressed to promote the adoption of security and privacy practices.
Table 3 summarizes the stages and provides examples of failure
scenarios. In the following, we discuss how each stage appears in
our user study and how each stage aligns with SPAF’s three factors.

Awareness Trigger. The first prerequisite for privacy adaptation
is noticing that a chatbot is present in the group. Our user study
indicates that this trigger often fails: about a quarter of users re-
ported not checking for bots when joining new groups (§4.2.1).
Moreover, many users incorrectly assumed that bots would always
be obvious, leading to complacency (§4.2.2). This stage corresponds
to SPAF’s awareness category, which refers to whether individuals
understand the threats relevant to the data they wish to protect
and the recommended security practices.

Capability Understanding. When noticing a chatbot, users must
correctly understand what the bot can access. Our results show
that this step is highly error-prone: only 41.7% of participants accu-
rately identified the types of messages that bots could access, with
widespread underestimation of bot capabilities (§4.3), reflecting
an incomplete or folkloric understanding of data flows in group
chats. Inaccurate mental models blunt users’ ability to perceive
privacy risks, reducing the likelihood of protective action. This
stage corresponds to SPAF’s awareness component.

Risk Perception Activation. Accurate mental models must then
activate privacy risk perception. We found that after learning about
chatbot permissions, the proportion of participants expressing pri-
vacy concern rose significantly, indicating that risk perception can
be effectively triggered through transparent information. How-
ever, failures were common, as some participants perceived little
or no risk or normalized privacy risks (§4.4). This stage aligns with
SPAF’s motivation component, which reflects whether individuals
are willing to adopt recommended practices to protect their data.

Coping Decision. Upon perceiving risk, usersmust decidewhether
to take protective action. More than a half of participants reported
that they would adjust their behavior in response to chatbot pres-
ence, such as intentional self-censorship and privacy-conscious
messaging. However, our study also surfaced multiple failure modes
at this stage, such as privacy resignation and forced acceptance
due to social dynamics (§4.4.3). This decision-making process is
influenced by SPAF’s motivation factors, such as subjective norms
and perceived relative advantage.

Behavioral Response. Finally, users must turn protective inten-
tions into action. Some participants reported adjusting their information-
sharing practices after learning of the presence of chatbots, and
some participants claimed that they plan to do so (§4.4.3). However,
without longitudinal data or in-lab experiments, we cannot assess
whether these efforts were successful. This stage corresponds to
SPAF’s ability category, which concerns users’ capacity to carry
out recommended privacy practices.
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Table 2: Chatbot access expectation mismatches across messaging platforms in our user study.

Mismatch Type User Expectation Mismatch Platform Design Contextual Integrity Violation
Scope Bots only listen when directly addressed

or for relevant tasks.
Discord, Telegram: Default limited, config-
urable full access; WhatsApp, Viber, LINE:
Always full access.

Violation of transmission principles: data
flows beyond what users deem appropri-
ate

Consent Model Group members expect mutual consent
before bot inclusion.

All platforms: Admins can add bots without
consent from all group members.

Change in sender-recipient structure with-
out appropriate consent

Data Retention Bots process input temporarily and only
retain undeleted messages.

All platforms: Bots may store messages in-
definitely without user awareness.

Violation of expected data retention norms:
flows exceed normative timeframes

Identity Exposure Bots only see message content, not meta-
data or personal identifiers.

All platforms: Bots have access to sender
identifiers such as usernames.

Violation of information type and subject
integrity

Cross-Context
Identity

Bots are group-specific and do not track
users across contexts.

All platforms: Users have persistent identi-
fiers across groups.

Violation of contextual boundaries: mes-
sages flow across groups unexpectedly

Visibility Bots should be visible when active and
accessing content.

Telegram, LINE: Bots listed but sometimes
unclear; WhatsApp, Viber : No clear bot visi-
bility; Discord: Meets expectation.

Violation of transparency norms: hidden
data recipients undermine user trust

Table 3: Group-chatbot privacy adaptation pathway

# Stage Ideal User Behavior Failure Scenario
1 Awareness

Trigger
Notices chatbot in the
group chat

Unaware of bot; shares
sensitive info

2 Capability
Understanding

Understands bot’s ac-
cess permissions

Assumes bot cannot
see sensitive messages

3 Risk-Perception
Activation

Perceives realistic pri-
vacy risk

Believes there is “noth-
ing to hide”

4 Coping Decision Chooses to take pro-
tective action

Feels powerless and ac-
cepts risk passively

5 Behavioral
Response

Adopts behavior to
protect privacy

Has concerns but takes
no action

5.2 Analysis of Current Platform Designs
We examine whether common messaging platforms offer enough
cues to help users pass the five stages. Our analysis focuses on
Discord, Telegram, and LINE, which explicitly support chatbots and
appeared in our user study, as well as userbots on platforms that
do not officially support chatbots.

5.2.1 Discord.

Awareness Trigger. Discord provides clear visual indicators to
indicate the presence of chatbots. In the chat history and member
list (Fig. 5a and Fig. 7b), chatbot usernames are labeled with “APP,”
clearly distinguishing them from human users. However, we dis-
covered a bug: if the name of the chatbot is too long, the “APP”
label disappears (Fig. 5a). A malicious chatbot could exploit this to
hide its identity by using an excessively long username. This bug
was fixed before we reported it to Discord.

Capability Understanding. Discord clearly explains a chatbot’s
permissions when the chatbot is added to a group, as shown in
Fig. 7a. This helps users immediately understand what access they
are granting. Additionally, users can review detailed chatbot per-
missions later, as shown in Fig. 7b, although to the best of our
knowledge, this feature is only available in Discord’s desktop client.

When a user types a message in Discord, the auto-completion
for pre-registered commands indicates which chatbots will receive

the message. However, aside from this feature, there are no other
visual cues to remind users that chatbots can read their messages.

Discord does not clearly explain how deleted messages are han-
dled by the platform or chatbots, nor does it disclose its limitations
in revoking a chatbot’s storage. This lack of transparency can lead to
misunderstandings about the technical limits of message deletion.

Risk Perception Activation. As mentioned above, Discord pro-
vides explanations of chatbot permissions. However, to the best of
our knowledge, there is no other information to help users assess
privacy risks. Users have no idea how much information has been
accessed by chatbots or how sensitive the information is.

Coping Decision. Users can adjust chatbots’ permissions with
fine granularity. They can also choose to remove chatbots entirely.

5.2.2 Telegram.

Awareness Trigger. Telegram does not show explicit indicators
for chatbots in the chat history, making it harder for users to identify
chatbot-generated messages. However, it differentiates chatbots
in the member list by providing additional context under each
chatbot’s username, such as “has access to messages” or “has no
access to messages,” as shown in Fig. 5d.

Capability Understanding. Telegram does not inform users about
a chatbot’s permissions when it is added to a group. Users can only
see whether the chatbot has access to all messages by checking
its details in the member list after it has been added, as shown
in Fig. 5d. If the chatbot has administrator permissions, Telegram
labels it as “Admin,” just like human administrators.

When users send messages, Telegram shows autocomplete sug-
gestions for pre-registered commands, which also reveal which
chatbots may receive the message. However, it offers no other indi-
cators to show that chatbots are reading messages.

Telegram also fails to clearly explain the limits of message dele-
tion. Evenworse, chatbots cannot detect whenmessages are deleted,
so even developers who want to honor users’ deletion requests
cannot do so, as Telegram does not notify chatbots of message
deletions [36].
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Risk Perception Activation. We are not aware of any additional
information from Telegram to help users assess privacy risks.

Coping Decision. Telegram does not allow users to change the
permissions of chatbots, except for granting or removing admin-
istrator permissions. Users can always choose to remove chatbots
from the groups entirely.

5.2.3 LINE.

Awareness Trigger. LINE does not provide explicit visual indica-
tors in the chat history to distinguish chatbots from regular users. It
displays a shield icon next to chatbot usernames in the group mem-
ber list, as shown in Fig. 5b, but does not offer an explanation of the
icon’s meaning. Users can visit the chatbot’s profile page, which
is clearly distinct from that of a human account. This distinction
assists users in identifying the member as a chatbot.

Capability Understanding. LINE does not display permission in-
formation in the user interface, leaving users unaware of what
chatbots can access. This is expected as chatbots in LINE have
the same permissions as regular group members. LINE provides
no indication before sending messages to inform users whether
chatbots can access the messages, nor clear explanations about the
limitations of message deletion.

Risk Perception Activation. As with Discord and Telegram, we
are not aware of any additional information provided by LINE to
help users evaluate privacy risks.

Coping Decision. Users cannot modify chatbot permissions. How-
ever, they can always choose to censor their own messages or
remove chatbots from the group entirely.

(a) The Discord bot’s message has
an “APP” label.

(b) The LINE bot has a shield icon
next to its username.

(c) Discord bots are clearly labeled
in the member list, but these la-
bels may be mistakenly hidden.

(d) Telegram bots have their per-
missions written under the user-
name.

Figure 5: Indicators for chatbot presence across platforms.

(a) Discord (b) Telegram

Figure 6: Command auto-completion signals that the mes-
sage will be processed by the listed chatbots.

5.2.4 Userbots.

Awareness Trigger. From a normal user’s perspective, a userbot
appears identical to a typical user because it is essentially a user
client controlled by an automated program. As a result, it is diffi-
cult for users to realize that a “user” is actually a bot. Unless the
userbot explicitly reveals its identity or displays obvious automated
behavior, it can remain unnoticed.

Capability Understanding. Users are rarely informed about the
capabilities of userbots. Since platforms treat userbots as ordinary
users, they do not disclose warnings about what these bots can ac-
cess beyond what they typically show when a normal user is added.
In fact, aside from actively detecting and banning them, platforms
have few ways to make userbots’ data usage more transparent.

Risk Perception Activation. As noted above, platforms cannot
provide additional explanations about userbots, and there is little
other information to help users evaluate potential privacy risks.

Coping Decision. The only available action for users is to remove
the userbots.

5.3 Design Recommendations
Based on our user study and platform analysis, we propose de-
sign recommendations to help messaging platforms align chatbot
designs with user privacy expectations. We group these recommen-
dations according to the stages they support.

5.3.1 Awareness Trigger.

Implement Visible Indicators for the Presence of Chatbots. Chat-
bots should always be clearly identifiable to users. Platforms should
implement consistent visual cues distinguishing chatbots from reg-
ular users. For example, Discord effectively marks bot messages
with specific labels and identifies bots in the group member list.
This visibility helps prevent misconceptions like the belief that
chatbots are always noticeable without explicit indicators (§4.2.2).

5.3.2 Capability Understanding.

Provide Transparent Permission Explanations. When a chatbot is
added to a group, platforms should present clear, non-technical sum-
maries of accessible information. Our study revealed participants
often misunderstood what messages chatbots could read. Platforms
should implement permission panels or privacy nutrition labels [20]
that include: (1) message access permissions; (2) collected metadata;
and (3) privacy and data retention policies. Discord demonstrates
this approach, as shown in Fig. 7a. This information should be avail-
able when adding a chatbot, when new members join groups with
chatbots, and when users interact with a chatbot’s profile.

Clear Indicators of Chatbot Message Access Before Sending. Plat-
forms should show clear visual indicators of which chatbots can
access messages before they are sent. Our study found that users
often assume chatbots only see directly mentioned messages or
those needed for their function. Displaying access indicators in the
message composition interface would help users make informed de-
cisions.While Telegram and Discord offer autocomplete hints, these
are meant for convenience, not privacy, and they do not warn users
when chatbot commands are not used. A clear, privacy-focused
indicator would help resolve confusion about chatbot access.
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Clarify Message Deletion Limitations. Platforms should clearly
communicate that deleting messages does not remove them from
chatbot storage. Some participants mistakenly believe deleted mes-
sages become inaccessible to chatbots, indicating a misconception
where users see deletion as state-changing rather than visibility-
changing. Platforms should address this by warning users when
they delete messages in groups with chatbots.

5.3.3 Risk Perception Activation.

Provide Privacy Reports and Privacy Nudging. Messaging plat-
forms could offer privacy reports that summarize what information
chatbots have accessed over time, along with occasional alerts to
nudge group members about this access. Almuhimedi et al. [1]
showed that privacy reports and permission review nudges for mo-
bile apps increased user awareness of data collection. Similarly, mes-
saging platforms could show how many messages were accessed,
which messages, how many profiles, and what specific user data
chatbots obtained, whether passively received or actively queried.
These features would help users understand privacy risks and make
informed choices, such as limiting bot access or removing them.

5.3.4 Coping Decision.

Implement Adaptive Permission Models Based on Content and Con-
text. Messaging platforms should adopt permission models that
consider both the content and context of group conversations. Our
user study shows that users sometimes interact with chatbots in pri-
vate contexts but may self-censor due to privacy concerns. Content-
sensitive models can identify relevant messages (e.g., “meeting
at 3pm tomorrow” for a reminder bot) while ignoring unrelated
ones. Meanwhile, context-sensitive features like a privacy mode
can adapt to different conversational settings. Message parsing can
be implemented either on the server side or on the client side when
end-to-end encryption is used. These designs reduce the need for
manual tagging and give users better control over their privacy.

5.3.5 Others. The following recommendations fall outside any
specific stage of the pathway.

Recognize That Consent in Group Chats Is Collective. Platforms
should recognize that privacy in group chats is a shared concern.
Participants expressed concern over limited control when other
members add chatbots, highlighting that one person’s actions can
affect everyone’s privacy. While involving the whole group in such
decisions would be ideal, it is rarely practical. Instead, platforms
should notify all members when a chatbot is added, explain its
permissions, and allow users to raise concerns or opt out of data
collection. This helps ensure privacy is respected collectively, rather
than overridden by a single decision-maker.

Provide Official Support for Chatbots. Messaging platforms should
offer official chatbot integrations with clear privacy protections.
Without such support, chatbots may operate unofficially, lacking
proper oversight and transparency. Moreover, in Appendix B.3,
we show that users on Discord, which officially supports chatbots,
demonstrated better understanding of access capabilities than users
on platforms without such support. By recognizing user demand
and providing official support, messaging platforms can help devel-
opers build chatbots that better respect user privacy.

Actively Detect and Ban Userbots. As discussed in Sec. 5.2.4, user-
bots present unique challenges. Users may struggle to distinguish
between a “user” and a bot, and platforms have limited abilities
to restrict userbots’ access to data or enhance data transparency.
Considering the difficulties of governing userbots, we agree with
WhatsApp’s policy about banning userbots [24, 25] and recommend
that all platforms actively detect and potentially ban userbots from
their services.

6 Discussions
6.1 Three Paradigms
Through user studies and analysis of chatbot designs across plat-
forms, we identified three common ways to frame chatbots: (1)
algorithmic group member, (2) single-user service, and (3) multi-
user service. Each framing highlights different aspects of chatbot
design.We argue that while the first two framings are common, they
may overlook some privacy considerations. Instead, the multi-user
service framing should be adopted when designing chatbots.

Algorithmic Group Member. In this view, chatbots are seen as
regular participants in conversations. For example, P257 in our
study said, “I think they [chatbots] count as another member of
the group.” Similarly, LINE also treats chatbots as regular group
members regarding access permissions. While this framing reflects
expectations of interactive agents, it ignores their asymmetrical
power. Chatbots can store and process data across multiple con-
versations, often without users realizing the extent of their data
collection and analysis. This can lead to misunderstandings about
what chatbots are capable of.

Single-user Service. Chatbots are treated like third-party single-
user services integrated into messaging platforms, similar to mobile
apps on mobile operating systems. For example, Discord explicitly
refers to chatbots as “apps.” This framing aligns with the plug-
and-play experience of mobile apps and supports a clear access
control mechanism. However, unlike standalone apps, group chat-
bots can collect data from all participants, including those who did
not consent to their presence. Additionally, it overlooks the fact
that chatbots can continuously monitor conversations.

Multi-user Service. This perspective views chatbots as always-on
devices, like smart speakers. They may continuously listen for trig-
ger words or full conversations, affecting not only direct users but
also incidental users in group chats, often without their knowledge
or consent. We believe this is the most accurate paradigm, as it
captures the privacy risks in shared spaces.

6.2 Limitations
User Study. Our user study has four major limitations. First, be-

cause we rely on self-reports, we may miss cases where users en-
countered chatbots without realizing it. As a result, we cannot
accurately estimate how many users actually encountered chat-
bots in group chats. Second, due to social-desirability bias, some
participants may exaggerate their privacy concerns. We tried to
prevent participants from overstating their privacy concerns by
not mentioning privacy and security in the task description and by
maintaining neutral language in question statements. Third, our
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study has limited external validity. Participants recruited through
Prolific tend to be younger, more educated, more technically in-
clined, and more aware of security and privacy issues than the
general public, as shown in prior research [35]. Finally, the demo-
graphics of chatbot users may differ from the general population
regardless of platform. These factors may limit the generalizability
of our findings to broader populations.

PlatformAnalysis. Our ability to empirically verify certain permission-
related behaviors was constrained by platform policies. These be-
haviors served as ground truth when evaluating user’s understand-
ing of what chatbots can access on their chosen platforms. Discord
documentation states that chatbots added to over 100 servers re-
quire platform-level review to access message content and mem-
ber lists [11], and we did not reach this threshold. LINE similarly
restricts access to group member lists to verified or premium ac-
counts [6], which we did not obtain. In these cases, we accepted
official documentation as authoritative without further verification.

7 Related Work
7.1 Security and Privacy of Chatbots
Prior work has explored privacy and security risks in one-on-one
chatbot interactions. Yang et al. [40] reviewed threats such as inse-
cure implementations, user profiling, and data breaches, as well as
solutions such as end-to-end encryption and organizational con-
trols. Hasal et al. [16] surveyed security issues including identity
authentication, lack of encryption, and GDPR compliance chal-
lenges. Many of these concerns, particularly user profiling and data
protection, also apply to group chatbots.

Prior work has also examined the security and privacy risks of
chatbots in group settings. Edu et al. [12] found that Discord bots are
often overprivileged. Chen et al. [3] demonstrated that third-party
apps in Microsoft Teams and Slack can exploit weak access con-
trols to escalate privileges and access sensitive data. Chou et al. [4]
showed that bots can access excessive message content and enable
cross-group tracking, and proposed a secure group messaging pro-
tocol that preserves end-to-end encryption. Zha et al. [41] found
that weak access controls in business chat apps allow privilege
escalation. These studies highlight security and privacy concerns
with chatbots in group chats and underscore the importance of
understanding users’ perceptions of these risks.

7.2 Users’ Privacy Perceptions About Chatbots
Most research on users’ privacy perceptions of chatbots has focused
on one-on-one interactions. Gumusel [15] provides a comprehen-
sive review, identifies key privacy concerns such as self-disclosure
risks, data misuse, and security breaches, and notes challenges like
weak regulations and manipulative designs. Our study shows these
concerns also appear in group contexts. Ischen et al. [18] find that
anthropomorphic cues in chatbots can reduce privacy concerns
by building trust, even though they may lead to greater disclosure.
Gieselmann and Sassenberg[14] report that users are more willing
to share information when chatbots show problem-solving abili-
ties. These studies collectively demonstrate that user perceptions
of privacy significantly impact their engagement with chatbots.

Few studies have explored how users perceive chatbot-related
privacy threats in group settings. To our knowledge, only Zha et
al. [41] have conducted a user study on this topic. They explored
whether attacks they identified on business team chat platforms,
such as unprivileged users using chatbots to access shared links in
private messages, raise concerns. In contrast, our work focuses on
general messaging services and examines concerns around basic
message-listening features, rather than advanced functionalities.

7.3 User’s Privacy Perception in Related Fields
Prior work has extensively examined user perceptions of mobile
app privacy. Prange et al. [30] found that only half of Android users
correctly recognize granted permissions and often revoke sensitive
ones when not essential. Almuhimedi et al. [1] showed that clear
summaries of data access and privacy nudges can encourage users
to adjust permissions. These findings support our observations
regarding users’ limited awareness and the need for assistance in
assessing privacy risks.

Smart speakers, like chatbots that access all groupmessages, raise
privacy concerns due to their always-on microphones. Manikonda
et al. [27] found that users became more concerned about privacy
after learning about this feature, echoing our findings on chatbots.
Similarly, Lau et al. [21] reported widespread misunderstandings
about smart speaker permissions, consistent with our observations.

8 Conclusion
In this work, we conducted a user study that revealed significant
gaps in user awareness and understanding of chatbot data access in
group messaging environments. Many users underestimated chat-
bot capabilities and were unaware of their presence. We identified
six key mismatches between user mental models and platform de-
signs, and introduced a five-stage model to explain how users detect
and respond to privacy risks. Our platform analysis further showed
that current designs often fail to support users in managing these
concerns. Addressing these challenges is essential for protecting
user privacy in chatbot-enabled group communication.
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A Participant Demographics
Table 4 presents the demographic information of the participants
in our user study.

Table 4: Demographic data of participants. Providing demo-
graphic information was optional, so total counts may not
sum to the total number of participants.

Category Count
Gender
Male 191
Female 176
Non-binary 2
Age
18–24 131
25–34 160
35–44 48
45–54 22
55–64 6
65–74 4
75–84 2
Technical Work
Experience
Yes 235
No 131

Category Count
Education
Less than high school 7
High school graduate 49
Some college, no degree 52
Associate’s degree 15
Bachelor’s degree 181
Master’s degree 56
Professional degree 4
Doctorate 7
Race and Ethnicity
American Indian/Alaska Native 1
Asian 26
Black/African American 153
Hispanic/Latino 28
Mixed race 11
Pacific Islander 0
White/Caucasian 141
Prefer to self-describe 8
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(a) Discord: Permission prompt shown when
adding a chatbot to a server.

(b) Discord: Detailed permissions in bot’s profile view
after joining.

Figure 7: Transparency of chatbot permissions in Discord: (a)
initial permission request when adding bots, (b) visibility of
access permissions in group member lists.

B Supplementary Analysis of the User Study
B.1 Purposes of Chatbots in Group Chats
To better understand why participants use chatbots in group chats,
we examined their reported use cases. Using the Apple App Store’s
app categories [2], we asked people what they use chatbots for.
Most participants reported using them for productivity, entertain-
ment and social networking, as shown in Fig. 8. We also did a
thematic analysis of the the open-ended responses, and the results
are listed in the Table 5. We found that the most common functions

of chatbots are for productivity tasks and group moderation. These
purposes are in line with common understandings of chatbots as
tools or toys in group chats.

0 40 80 120 160 200 240
Frequency

Productivity
Education
Business

Social Networking
Entertainment & Games

Music

19.1%
18.0%
17.9%
17.7%

16.3%
11.1%

Figure 8: Purposes of chatbots using App Store’s app taxon-
omy. Only options with more than 10% are included.

B.2 Why Checking the Presence of Chatbot
We investigate why users try to identify chatbots by conducting a
thematic analysis of responses to open-ended questions. Our anal-
ysis reveals four main reasons users do so: utility, administrative
needs, privacy concerns, and curiosity.

Desire to Use Chatbots. The most straightforward and commonly
mentioned reasons for looking for chatbots are related to their
utility. Many participants use terms like “helpful” or “convenient”
to describe chatbots and explain that their presence can “benefit
the members” (P256) or “facilitate discussions” (P351). For instance,
P183 notes that they check for chatbots to improve productivity,
stating, “I sometimes do check for chatbots in a group just to see
if there are any that can help me perform certain tasks.” Similarly,
P32 highlights their entertainment value, saying, “including bots in
private group chats myself to have fun with them along with my
friends (usually bots that provide some kind of text-based game).”

Administrative Purposes. Many participants expect chatbots to
serve administrative functions, such as providing group rules, offer-
ing instructions to participants, automating moderation, or detect-
ing and removing spammers. Some participants feel obligated to
check for the presence of chatbots for these reasons. For instance,
P44 uses chatbots “[t]o see any rules of the group.” P54 empha-
sizes the importance of chatbots in larger groups, explaining, “It’s
particularly important in larger groups where chatbots might be
handling FAQs or enforcing rules.” Having chatbots in groups may
enhance users’ sense of security and confidence. For example, P115
believes that groups with chatbots are likely to “be well-organized
and free of offensive content.” Additionally, some participants view
chatbots as trusted sources of information about the group. P332,
for instance, mentions that chatbots help them understand “how
the group is ran [sic].”

Security and Privacy Concerns. Participants also mention check-
ing for chatbots due to concerns about security and privacy. For
instance, P109 states that they check for chatbots to ensure that
“chatbots are not logging or accessing conversations without con-
sent.” Similarly, P134 highlights the importance of awareness, not-
ing that “being aware of their presence can help you make informed
decisions about what information you share in the group.” These
examples illustrate that some participants recognize chatbots’ po-
tential access to conversations and view this as a privacy risk.
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Table 5: Thematic categorization of chatbot purposes in group chats, based on open-ended responses.

Category Subcategory Example

Informational
functions

Announcements “it is very helpful and it keeps me updated.” (P132)
Q&A support “they usually give accurate answers straight away before any people respond.” (P33)
Topic monitoring “we have chatbots that help us monitor [cryptocurrency] coins called to that group chat” (P312)

Group
management

Moderation “chatbot [...] can ban users who do not behave properly according to the rules.” (P9)
Instructions “I always check for chatbots providing instructions about group rules.” (P98)
Group statistics “The serverstats bot is often used on private servers tomonitor how many messages each user sends.” (P135)
User verification “they offer to do user verification before confirming my request to join the group.” (P216)
Welcome message “the bot appears right away, welcoming new members.” (P115)
Spam prevention “I check bots when logging in and see if they prevent spam.” (P18)

Productivity Automated tasks “I noticed a chatbot that provided reminders for our monthly family gatherings.” (P17)

Entertainment Music “they feature the ability to, for example, play music for everyone to hear at the same time.” (P298)
Game “usually bots that provide some kind of text-based game.” (P32)

Curiosity. Some participants check for chatbots out of curiosity,
even without a specific intention to use them. For example, P141
shared, “I sometimes check for their presence when I first join a
group just out of curiosity.”

B.3 Platform Differences in User Understanding
To examine whether users’ understanding of chatbots’ data ac-
cess capabilities varies across platforms, we compare participants’
average understanding scores, excluding LINE and Viber due to in-
sufficient data. We find that Discord users consistently outperform
users of other platforms across all three questions.

For the first question on message types, 58% of Discord users
answer correctly, compared to 45% for Telegram and 36% for What-
sApp. A Tukey HSD test confirms that the difference between Dis-
cord and WhatsApp is statistically significant (𝑝 = 0.0011), though
the difference between Discord and Telegram is not (𝑝 = 0.3575).
On the second question regarding message metadata, Discord users
selected 3.36 out of five options correctly on average, slightly
higher than Telegram (3.33) and WhatsApp (2.95). The only statis-
tically significant difference was between Discord and WhatsApp
(𝑝 = 0.0372). For the third question on group metadata, Discord
participants again performed better, correctly selecting 3.29 out of
four options on average, compared to 2.93 for Telegram and 2.60
for WhatsApp. Again, only the difference between Discord and
WhatsApp reached statistical significance (𝑝 < 0.0001).

Several factors may contribute to these results. We hypothe-
size that one key reason is Discord’s policy of officially supporting
chatbots, along with its strong chatbot culture. Telegram, another
platform where chatbots are common, also shows slightly higher
scores. In contrast, WhatsApp does not officially support group
chatbots. Instead, users rely on unofficial userbots that operate un-
derground, which may lead to lower awareness of chatbot behavior
among WhatsApp users. However, further research is needed to
better understand the causes of these differences.

B.4 Analysis of User’s Privacy Concerns
Including Discord Participants

In Sec. 4.4, we noted that, due to a potentially misleading state-
ment regarding the permissions of Discord chatbots, we excluded
responses from participants who used Discord. In this subsection,

we examine the effect of including Discord users in our analysis
and demonstrate that our main conclusions remain consistent re-
gardless of their inclusion.

Privacy Perception. Our survey results indicate that a large pro-
portion of users express privacy concerns about chatbots in group
chats. When including Discord respondents, 68.2% somewhat or
strongly agree that chatbots accessing user data raises privacy con-
cerns (compared to 73.2% when Discord participants are excluded).
Similarly, 71.7% somewhat or strongly agree that they are concerned
about the collection and misuse of personal information shared in
group chats. (compared to 73.5% when Discord participants are
excluded).

Thus, regardless of whether Discord users are included, the key
insight remains consistent: users are generally cautious about chat-
bot access to their data and concerned about the potential risks of
sharing sensitive information.
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(Neutral)
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Percentage of Responses

After
Before 

Figure 9: Privacy concerns before and after learning chat-
bot permissions, measured on a 5-point Likert scale from
“strongly disagree” (left) to “strongly agree” (right).

We also compare the level of users’ privacy concerns before and
after informing them about the permissions granted to chatbots.
As shown in Fig. 9, participants expressed greater concern after
learning about these permissions. Before receiving this information,
60.4% of respondents somewhat or strongly agreed that chatbots
raise privacy concerns. After being informed, this number rose to
68.2% (compared to an increase from 64.3% to 73.2% when Discord
users are excluded). A Wilcoxon signed-rank test confirms that this
change is statistically significant (𝑝 < 0.001) when Discord users
are included.

These results support the same conclusion: users become signif-
icantly more concerned about privacy once they understand the
extent of chatbots’ data access.
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Responses to Privacy Concerns. We examine how users respond
to the privacy risks posed by chatbots. After being informed about
the potential threats, participants were asked whether they would
continue using chatbots and why. 42.8% of participants stated they
would continue using them, which is similar to the 42.3% observed
when Discord users are excluded. We also asked whether users
would change their behavior in response to these privacy concerns.
65.5% of participants said they would adjust their behavior, such
as avoiding controversial topics, due to the presence of chatbots in
group chats. This is comparable to the 68.4% reported when Discord
users are excluded. These results lead to the same conclusion: while
many users may still choose to use chatbots, they are likely to
change their behavior in response to privacy concerns, regardless
of whether Discord participants are included.

-40 -20 0
(Neutral)

20 40 60 80

Percentage of Responses

Would avoid sharing sensitive or
controversial topics.

Is concerned about collecting
and misusing personal info.

Chatbot access to user data
raises privacy concerns.

Figure 10: User’s privacy concerns about chatbots, measured
on a 5-point Likert scale from “strongly disagree” (left) to
“strongly agree” (right).

B.5 Thematic Analysis of Users’ Privacy
Concerns About Chatbots

In the following, we present a more detailed thematic analysis
of users’ privacy concerns related to chatbots. A summary of the
identified themes is provided in Table 1.

Lack of Transparency. A commonly seen concern for users are
that chatbots often lack transparency on what they collect and how
they handle the collected data, making users confused. As P95 put,
“I do not understand how they protect our data or use it to be more
specific besides helping us, is that where all the information ends
up?” Moreover, many chatbots lack privacy policies, and even if
there are privacy policies, they are often overlooked. As P115 put,
“Often, when adopting the use of chatbots, we don’t read the fine
print, similar to how we often overlook the "terms of use" of soft-
ware.” The cross-border nature of chatbots also complicate the legal
issues. As P49 mention, “Since privacy laws differ strongly across
the globe, I’d be concerned about who’s privy to my information
and what it could be used for.”

Excessive or Sensitive Data Collection. A natural privacy concern
is about chatbots collecting too much data or collecting sensitive
data, especially personally identifiable information, without con-
sent. Many users worry that chatbots gather more information than
necessary for their function. Some feel uncomfortable knowing that
chatbots in group chats may collect data even when they are not
actively being used. As P16 put it, “I feel like they should only be
allowed to collect data that we gave them permission to collect,
and not collect data at the time when they weren’t called on to

be used.” Sometimes a group contains sensitive information that
chatbots may inadvertently read. As P54 put it, “Since group chats
often involve multiple participants, there’s a risk that sensitive or
private information might be unintentionally processed or stored
by the chatbot without clear consent.”

Data Misuses: Selling to Third Parties. A significant concern is
the potential misuse of collected information. We have categorized
data misuse into four types of data misuses and started with the
first one: selling to third parties. One major fear is that chatbot
providers might sell user data to third-party companies without
consent. Some users suspect that their private conversations could
be gathered and sold to data brokers. For example, P216 mentioned,
“I have issues if the data collected is more than I agree to and later
sold out to data brokers.”

Data Misuses: Scams. There is also concern that chatbots could
be used to collect sensitive data for fraudulent activities such as
phishing or identity theft. P195 feared that chatbots could be “steal-
ing your passwords or committing identity theft.” P271 mentioned a
specific scenario: “I am scared that I may share sensitive information
and have it leaked [...] and later get scammed.”

Data Misuses: Ads and Ad-motivated Tracking. Some users are
uneasy about chatbots tracking their conversations for targeted ad-
vertising. They fear that their data might be used to create detailed
profiles for marketing purposes. As P196 put it, “Only concern for
me is whether or not my information is collected and used for
advertisement purposes as that feels more intrusive.”

Data Misuses: Censorship and Legal Enforcement. Some partici-
pants also worry about how their data might be used by govern-
ments or other authorities. Some fear that chatbots could monitor
conversations for sensitive content that may lead to legal conse-
quences. P49 highlighted this concern: “information accessed by
chat bots could be used to identify and target people trying to
get abortions, belong to a marginalized group that’s discriminated
against, and so on.” P158∗ similarly mentioned “having data that
can be subpoenaed by authorities to prosecute people.”

Data Breaches. Some participants mentioned the risk of data
breaches when using chatbots. If a chatbot is hacked or misconfig-
ured, sensitive data could be exposed to unintended parties. For
example, P300 highlighted the broader risk of hacking, saying, “If
a chatbot is not properly secured, it could be a target for hacking,
which could expose private conversations to unauthorized users.”
P12 also mentioned that “there is a risk of data breaches, where
collected information could be accessed by unauthorized parties.”
These concerns reflect a common fear that chatbot operators might
not have sufficient security measures to protect user information.

B.6 User Expectation of Chatbot Data Access
We present visualizations of the data on user expectations for chat-
bot data access, as discussed in Sec. 4.5. Fig. 11 illustrates user
preferences regarding the types of messages chatbots should be
allowed to access. Fig. 12 shows user preferences for chatbot access
to different message metadata. Fig. 13 shows preferences related to
access to group metadata.
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Figure 11: User preferences for what chatbots should have
access to.

75 50 25 0 25 50 75
Percentage of Responses

The content of the message
The message metadata,

such as time sent
The sender s username

The sender s pseudonym
The sender s information

(other than the username)

Figure 12: User preferences for chatbot access to different
message metadata, ranked from most preferred (dark blue,
rank 1) to least preferred (dark red, rank 5).
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Figure 13: User preferences for chatbot access to different
groupmetadata, ranked frommost preferred (dark blue, rank
1) to least preferred (dark red, rank 4).

B.7 Other Misconceptions in User Study
During our analysis, we identified several misconceptions about
instant messaging services and chatbots that fell outside our main
research questions. Here, we highlight two notable examples.

Belief That Chatbot Operators Cannot Read Messages. Some par-
ticipants believed that only the chatbot, not its human operators,
could read the messages. For example, P272 remarked, “Chatbots
[are] not real human beings[,] so there is nothing they can do with
my personal or sensitive information I share [...].” This confusion
between automated systems and their human operators may lead
users to overshare sensitive information.

Viewing Service Providers as the Only Threat. Some participants
viewed service providers as the only privacy threat. P141 stated, “I
don’t trust WhatsApp [...] I fear WhatsApp may use the chatbot
to access our info and sell it to advertisers.” P138 also said, “The
messages... are end-to-end [encrypted], so the chatbot has access
but WhatsApp doesn’t. This assure[s] me that I don’t have to worry

about privacy.” While service providers can pose risks, this narrow
view overlooks the potential privacy threats from the chatbots.

B.8 Details of Statistical Inferences
In our analysis of the user study results, we performed several
statistical inferences to support our arguments. All calculations
were conducted using Scipy 1.11.3 [39]. This subsection summarizes
these inferences.

User’s Self-Reported and Actual Knowledge of Chatbot Permis-
sions. In Sec. 4.3.2, we use Spearman’s rank correlation to examine
the relationship between users’ self-reported knowledge and their
actual understanding of chatbot permissions, including access to
message content, message metadata, and group metadata. The null
hypothesis states that there is no monotonic relationship between
self-reported knowledge and actual understanding. The alternative
hypothesis states that a monotonic relationship exists. The results
are presented in Table 6.

Table 6: Spearman’s rank correlation between participants’
self-reported knowledgeability and their actual understand-
ing of chatbot permissions.

Question 𝜌 (Spearman) 𝑝-value Significance
Message content −0.0577 0.2654 n.s.
Message metadata 0.0389 0.4527 n.s.
Group metadata 0.1563 0.0024 *
n.s. = not significant at 𝑝 < 0.05, * = significant at 𝑝 < 0.05.

Changes in Privacy Concerns. In Sec. 4.4.1, we analyze how par-
ticipants’ privacy concerns changed after learning about chatbot
permissions. We use the Wilcoxon signed-rank test to evaluate the
difference. The null hypothesis states that the median difference in
privacy concern scores before and after learning about chatbot per-
missions is zero. The alternative hypothesis states that the median
difference is not zero. The results are shown in Table 7.

Table 7: Wilcoxon signed-rank test on change in privacy
concern scores before and after participants learned about
chatbot permissions.

Test Statistic 𝑝-value Median Diff. 95% CI
2261.5 0.00046 0.000 [−2.000, 3.000]

C User Study Protocol
C.1 Informed Consent Form
This research project aims to understand users’ awareness regard-
ing chatbots. This survey is anonymous and contains no personally
identifiable information. The results will be used for statistical anal-
ysis and may be published in domestic and international journals,
conferences, and educational materials.

Those who meet the following criteria are suitable to participate
in this study:

• Regular users of instant messaging services, including What-
sApp, Telegram, WeChat, Viber, LINE, and Discord.
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• Have seen or used chatbots on instant messaging services.
• Must be at least 18 years old and meet the legal age of adult-
hood in your locality to participate in this study.

Those who meet the following criteria cannot participate in this
study:

• Do not use instant messaging services regularly.
• Under the age of 18 or below the legal age of adulthood in
your locality.

You are free to decide whether or not to complete this survey.
You can stop and leave the survey at any time without consequence.
However, once you have submitted, the survey cannot identify you
because it is anonymous, and we cannot delete your responses. Par-
ticipants will receive £3 upon completion, which will be distributed
through Prolific.

If you have any questions about the survey or are interested in
the research results, this study will be completed by November 30,
2024. You are welcome to contact us using the contact information
below to request a summary of the research results.

This study used the Qualtrics platform to collect the question-
naire results, and all the completed data will be automatically stored
in the Qualtrics platform, and only the principal investigator and
the research assistants will have the passwords of the account, and
the passwords will not be leaked to anyone outside the project. In
line with the current international trend of open science, we will
remove inappropriate content from the raw data and publish it in
an open access repository (e.g., Open Science Framework).

This research has been reviewed and approved by the Research
Ethics Committee of our institution. If you have any concerns about
your rights as a participant, or if you believe you have been harmed
as a result of your participation in the research, please contact the
Research Ethics Committee of our institution directly. The phone
numbers are: (redacted for anonymous submission). After reviewing
the form and content of the survey, no commercial benefit will be
derived from the raw data, and no potential risks were anticipated.
Therefore, no compensation or insurance is provided.

Do you accept the terms outlined in the consent form and agree
to participate in this study?

• No
• Yes

What is your Prolific ID? Please note that this response should
auto-fill with the correct ID.

• Prolific ID field

C.2 Services Usage
(1) Please select one instant messaging service from the follow-

ing list that you use frequently (more than twice a week) and
have seen chatbots on. If more than one applies, choose the
one you use the most. The rest of the survey will be based
on your selection here.
• WhatsApp
• Telegram
• WeChat
• Viber
• LINE
• Discord

• I do not use any of these services.
(2) How often do you use the instant messaging service you

selected in the previous question?
• Daily
• 4-6 times per week
• 2-3 times per week

C.3 Chatbots Usage
Chatbots in group chats on instant messaging services are auto-
mated programs designed to interact with users through text mes-
sages and simulate conversation with human users. Examples of
popular platforms that support chatbots in their group chat func-
tionalities include Slack, Discord, and Telegram. These platforms
allow the integration of chatbots that can be customized to perform
a wide range of actions, from managing workflows to engaging
users in interactive conversations.

One of the primary functions of chatbots in group chats is to
facilitate communication by offering quick responses to common
queries. This can be particularly useful in customer service or sup-
port groups where chatbots provide instant answers to frequently
asked questions, helping to streamline interactions and save time.

For example, in the following image, a chatbot asks a new user
to pass a CAPTCHA challenge.

Another example is a moderation chatbot that bans users who
send spam to the group.

In this section, you will be asked several questions about your
experience using chatbots in group chats.
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(3) Which of the following are considered chatbots in group
chats and are therefore within the scope of this study? (Select
all that apply)
This is a comprehension check. You must answer this ques-
tion correctly before you can proceed.
• A chatbot in Slack that helps manage project workflows
by assigning tasks to team members.

• A bot in a video game that plays against you using artificial
intelligence.

• A chatbot in a customer support group on Telegram that
provides instant answers to frequently asked questions.

• A virtual assistant on your phone (e.g., Siri, Google Assis-
tant).

• A chatbot in Discord that facilitates interactive conversa-
tions among group members.

• A large language model like ChatGPT used in a one-on-
one conversation to generate text.

• ChatGPT integrated into a group chat on Slack to provide
automated responses to questions in real-time.

(4) How often do you notice chatbots in group chats, including
seeing them send messages or actively searching for their
existence?
• Daily
• 4-6 times per week
• 2-3 times per week
• Once or less than once per week
• Never
• Not Sure

(5) Please name 1-2 chatbots you encountered in group chats
and describe them in 1-2 sentences. [Text field]

(6) How often do you interact with chatbots in group chats,
including actively tagging/mentioning chatbots in your mes-
sages, chatbots replying to your messages, or chatbots read-
ing your messages?
• Daily
• 4-6 times per week
• 2-3 times per week
• Once or less than once per week
• Never

(7) What types of group chats have you seen chatbots in? Select
all that apply.
• Work-related groups
• Educational groups (classes, study groups)
• Friend or family groups
• Public forums or community groups
• Other (please specify)

(8) What purposes do you use chatbots for in group chats? Select
all that apply.
• Business
• Productivity
• Developer Tools
• Books
• Education
• Entertainment & Games
• Finance
• Food & Drink
• Graphics & Design

• Health & Fitness
• News & Magazines
• Music
• Photo & Video
• Social Networking
• Travel

C.4 Awareness of Chatbots in Groups
Groups in instant messaging can generally be categorized into two
types, though the boundary between them isn’t always clear-cut:
private and public groups.

Private groups in instant messaging are typically small, made
up of close friends, colleagues, or family, and are private, often
requiring an invitation to join. These groups focus on more per-
sonal conversations between members who know each other well.
Conversations are expected to remain confidential and accessible
only to group members and should not be leaked.

Public groups, on the other hand, are open to anyone interested
in the topic of the group, such as developers working on open
source projects or local community discussions. These groups tend
to be larger, have less restrictive access, and cover broader topics,
making them useful for networking and sharing information on a
larger scale. Because of their open nature, conversations in these
groups are not expected to remain confidential.

Each type of group serves different purposes: private groups
for personal, intimate conversations and public groups for broader,
more open discussions.

In this section, we will ask you some questions about your expe-
rience using chatbots in group chats.

The following questions start with private groups.

(9) Please select the third option: “Sometimes”.
• Always
• Usually
• Sometimes
• Rarely
• Never

(10) Have you ever noticed any chatbots in private group chats
you have participated in?
• Yes
• No
• Not sure

(11) How often do you check for the presence of chatbots when-
ever you join private group chats?
• Always
• Usually
• Sometimes
• Rarely
• Never

(12) Please elaborate on your answer to the previous question.
[Text field]

(13) When do you check for the presence of chatbots in a private
group? Select all that apply.
• When I first join a group
• When a new bot is added into the group
• When a bot is removed from the group
• When I notice unusual activity in the group
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• I check every now and then to see if anything has changed

We will now move on to public groups. The questions are ex-
actly the same, but instead we will focus on public groups. A public
group, by the previous definition, is an open forum for anyone
interested in the group’s topic, ideal for networking and sharing
information broadly, often with little expectation of confidentiality.

(14) Have you ever noticed any chatbots in public group chats
you have participated in?
• Yes
• No
• Not sure

(15) How often do you check for the presence of chatbots when-
ever you join public group chats?
• Always
• Usually
• Sometimes
• Rarely
• Never

(16) Please elaborate on your answer to the previous question.
[Text field]

(17) When do you check for the presence of chatbots in a public
group? Select all that apply.
• When I first join a group
• When a new bot is added into the group
• When a bot is removed from the group
• When I notice unusual activity in the group
• I check every now and then to see if anything has changed

C.5 Chatbots’ Data Access
(18) To what extent are you familiar with what information chat-

bots on [selected platform] can access in group chats?
• Not knowledgeable at all
• Slightly knowledgeable
• Moderately knowledgeable
• Very knowledgeable
• Extremely knowledgeable

(19) What type of messages do you believe a chatbot on [selected
platform] has access to?
• All messages sent in the chat, including those that are later
deleted.

• All messages sent in the chat, excluding those that are
later deleted.

• Only messages needed for the normal operation of the
chatbot.

• Messages where the chatbot is directly mentioned or ad-
dressed.

• I am not sure about the types of messages a chatbot re-
ceives.

(20) Following up on the previous question, what information
do you believe is included with the message a chatbot has
access to on [selected platform]? Select all that apply.
• The content of the message itself.
• The message metadata, such as time sent.
• The sender’s username. A user has the same username in
different groups.

• The sender’s pseudonym. A user has different pseudonyms
in different groups.

• The sender’s metadata (other than the username), such as
profile picture, gender, and email addresses.

• I am not sure about this.
(21) What type of information do you believe a chatbot on [se-

lected platform] can access about the group? Select all that
apply.
• The name of the group.
• The list of group members’ usernames.
• The profile pictures of group members.
• The roles or statuses of group members (e.g., moderator).
• I am not sure what group information a chatbot can access.

(22) Chatbots from group chats with access to users’ data as
checked above would raise my privacy concerns.
• Strongly disagree
• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(23) For this question, choose the fifth option, “Chatbots are never
helpful.”
• Chatbots are always helpful.
• Chatbots are usually helpful.
• Chatbots are sometimes helpful.
• Chatbots are rarely helpful.
• Chatbots are never helpful.

(Display the description of the selected platform.)
On WhatsApp, chatbots are able to access all messages in a

group chat, regardless of whether they are mentioned. This access
extends to both the content and metadata of messages, as well as
the sender’s username. Furthermore, chatbots can view the name
of the group, along with the usernames, profiles, and roles of its
members. Essentially, chatbots on WhatsApp have access to the
same information as a normal group member.

On Telegram, chatbots are typically set up to access only mes-
sages that specifically mention them. This access extends to both
the content and metadata of messages, as well as the sender’s user-
name. Furthermore, chatbots can view the name of the group, along
with the usernames, profiles, and roles of its members.

On WeChat, chatbots are able to access all messages in a group
chat, regardless of whether they are mentioned. This access ex-
tends to both the content and metadata of messages, as well as
the sender’s username. Furthermore, chatbots can view the name
of the group, along with the usernames, profiles, and roles of its
members. Essentially, chatbots on WeChat have access to the same
information as a normal group member.

On Viber, chatbots are able to access all messages in a group chat,
regardless of whether they are mentioned. This access extends to
both the content and metadata of messages, as well as the sender’s
username. Furthermore, chatbots can view the name of the group,
along with the usernames, profiles, and roles of its members. Es-
sentially, chatbots on Viber have access to the same information as
a normal group member.

On LINE, chatbots are able to access all messages in a group chat,
regardless of whether they are mentioned. This access extends to
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both the content and metadata of messages, as well as the sender’s
username. Furthermore, chatbots can view the name of the group,
along with the usernames, profiles, and roles of its members. Es-
sentially, chatbots on LINE have access to the same information as
a normal group member.

On Discord, chatbots are able to access all messages in a group
chat, regardless of whether they are mentioned. This access extends
to both the content andmetadata ofmessages, as well as the sender’s
username. The ability of chatbots to see usernames, profiles, and
roles of groupmembers can be adjusted depending on configuration
settings.

To what extent do you agree or disagree with the following
statements?

(24) Chatbots from group chats with access to users’ data as listed
above would raise my privacy concerns.
• Strongly disagree
• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(25) I would be concerned that any personal information I share
in the group chat could be collected by the chatbot and be
used inappropriately.
• Strongly disagree
• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(26) I would stop sharing some sensitive information or talking
about controversial topics in group chat because of privacy
concerns about chatbots.
• Strongly disagree
• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(27) I would still use the chatbot after knowing what information
it had access to.
• Strongly disagree
• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(28) If you choose "somewhat agree" or "strongly agree" in the
previous question, what are the reasons for continuing using
the chatbot? [Text field]

(29) I think chatbots accessing more information than necessary
could cause privacy issues in public group chats.
• Strongly disagree
• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(30) I think chatbots accessing more information than necessary
could cause privacy issues in private group chats.
• Strongly disagree

• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(31) I understand how chatbot providers protect the data collected
from group chats.
• Strongly disagree
• Somewhat disagree
• Neither agree nor disagree
• Somewhat agree
• Strongly agree

(32) Do you have specific privacy concerns about chatbots in
group chats? Please describe. [Text field]

C.6 Expectation
This section is about your preferences regarding the scope of ac-
cess you believe should be granted to chatbots within group chats.
Imagine that there is a chatbot that will be added to the group. You
will be asked to specify the types of messages and information a
chatbot should be able to access.

(33) Ideally, what type of messages do you expect a chatbot in a
group chat has access to?
• All messages sent in the chat, including those that are later
deleted.

• All messages sent in the chat, excluding those that are
later deleted.

• Only messages needed for the normal operation of the
chatbot.

• Messages where the chatbot is directly mentioned or ad-
dressed.

• I have no expectations.
• Other (please specify)

(34) Ideally, what specific information within a message would
you expect a chatbot to have access to? Sort all options
according to your level of expectation, with 1 being the most
expected to be accessible, and 5 being least expected to be
accessible.
• The content of the message itself.
• The message metadata, such as time sent.
• The sender’s username. A user has the same username in
different groups.

• The sender’s pseudonym. A user has different pseudonyms
in different groups.

• The sender’s metadata (other than the username), such as
profile picture, gender, and email addresses.

(35) Ideally, what information about the group itself would you
expect a chatbot to be able to have access to? Sort all options
according to your level of expectation, with 1 being the most
expected to be accessible, and 4 being least expected to be
accessible.
• The name of the group.
• The list of group members.
• The profile pictures of group members.
• The roles or statuses of group members (e.g., admin, mod-
erator).

317



Proceedings on Privacy Enhancing Technologies 2026(1) Kai-Hsiang Chou, Yi-An Wang, Chong Kai Lau, Mahmood Sharif, and Hsu-Chun Hsiao

(36) Ideally, the numbers should be in ascending order, i.e., from
1 to 5. Please sort them accordingly.
• This is one.
• This is four.
• This is two.
• This is five.
• This is three.

Suppose there is a chatbot called Reminder. The user can add
items to the reminder using a specific format that includes the time
and the message. It then sends messages reminding group members
at the specified time. What do you think it should have access to?

(37) Ideally, what type of messages do you expect Reminder has
access to?
• All messages sent in the chat, including those that are later
deleted.

• All messages sent in the chat, excluding those that are
later deleted.

• Only messages in a specified format, e.g., “remind me to
reply to the email in ten minutes.”

• Messages where the chatbot is directly mentioned or ad-
dressed.

• I have no expectations.
• Other (please specify)

(38) Ideally, what specific information within a message do you
expect Reminder to have access to? Sort all options according
to your level of expectation, with 1 being the most expected
to be accessible, and 5 being least expected to be accessible.
• The content of the message itself.
• The message metadata, such as time sent.
• The sender’s username. A user has the same username in
different groups.

• The sender’s pseudonym. A user has different pseudonyms
in different groups.

• The sender’s metadata (other than the username), such as
profile picture, gender, and email addresses.

(39) Ideally, what information about the group itself do you ex-
pect Reminder to be able to have access to? Sort all options
according to your level of expectation, with 1 being the most
expected to be accessible, and 4 being least expected to be
accessible.
• The name of the group.
• The list of group members.
• The profile pictures of group members.

• The roles or statuses of group members (e.g., admin, mod-
erator).

Suppose there is another chatbot called Moderation Helper. It
is a collection of tools that help to moderate the group. For exam-
ple, it sends welcome messages to new members, silences or bans
members who send spam, and keeps track of members’ activity for
future auditing. What do you think it should have access to?

(39) Ideally, what type of messages do you expect Moderation
Helper has access to?
• All messages sent in the chat, including those that are later
deleted.

• Only messages that are present while the chatbot is active.
• Only messages required for group moderation, such as ha-
rassment messages, violent images, advertising messages,
etc.

• Messages where the chatbot is directly mentioned or ad-
dressed.

• I have no expectations.
• Other (please specify)

(40) Ideally, what specific information within a message would
you expect Moderation Helper to have access to? Sort all
options according to your level of expectation, with 1 being
the most expected to be accessible, and 5 being least expected
to be accessible.
• The content of the message itself.
• The message metadata, such as time sent.
• The sender’s username. A user has the same username in
different groups.

• The sender’s pseudonym. A user has different pseudonyms
in different groups.

• The sender’s metadata (other than the username), such as
profile picture, gender, and email addresses.
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(41) Ideally, the following options should be in alphabetical order.
Please sort them accordingly.
• Artificial Intelligence
• Data Analysis
• Chatbots
• Blockchain
• Encryption

(42) Ideally, what information about the group itself would you
expect Moderation Helper to be able to have access to? Sort
all options according to your level of expectation, with 1
being the most expected to be accessible, and 4 being least
expected to be accessible.
• The name of the group.
• The list of group members.
• The profile pictures of group members.
• The roles or statuses of group members (e.g., admin, mod-
erator).

C.7 Demographics
All of the questions in this section are optional. There are no con-
sequences if you choose not to answer.

(42) Age Group
• 18 - 24
• 25 - 34
• 35 - 44
• 45 - 54
• 55 - 64
• 65 - 74
• 75 - 84
• 85 or older

(43) Gender
• Male
• Female
• Non-binary
• Prefer to self-describe

(44) Highest level of education completed
• Less than high school
• High school graduate
• Some college but no degree
• Associate’s degree in college (2-year)
• Bachelor’s degree in college (4-year)
• Master’s degree
• Professional degree (JD, MD, etc.)
• Doctorate

(45) Technical work experience
• No
• Yes

(46) Race and ethnicity
• American Indian or Alaska Native
• Asian
• Black or African American
• Hispanic or Latino
• Mixed race
• Pacific Islander
• White or Caucasian
• Prefer to self-describe

D Codebooks
D.1 Noticing Chatbots in Group Chats
Participants were asked how often they check for the presence of
chatbots when joining private (Q12) and public (Q16) group chats.

Theme: How do participants notice chatbots?

• Code N-A: Participants proactively check the group member
list for chatbots.

• Code N-P: Participants involuntarily notice chatbots when
they appear in the member list, send messages, or are inter-
acting with other group members.

• Code N-NA: The responses are not suitable for categorization
here.

• Code IR: The responses provided are not relevant to the
question being asked.

Theme: Motivations behind proactive checking (N-A).

• Code A-W: Participants check chatbots because they want
or need to use them.

• Code A-R: Participants check chatbots to understand admin-
istrative features or rules in group.

• Code A-S: Participants check chatbots due to concerns about
potential security or privacy risks.

• Code A-NA: No specific reason mentioned.

Theme: Checking after involuntarily noticing chatbots (N-P).

• Code P-C: Participants choose to inspect the chatbot after
noticing its presence.

Theme: Reasons for not checking after noticing (N-P).

• Code P-L: Participants feel unconcerned about the chatbot.
• Code P-NT: Interacting with chatbots is not a priority for
participants.

• Code P-NN: Chatbots are easy to notice, so participants feel
no need to check.

• Code P-T: Participants trust group administrators or mem-
bers not to introduce harmful chatbots.

• Code P-U: Chatbots are so prevalent that participants often
assume their existence without verifying it.

• Code P-NA: No specific reason mentioned.

Other.

• Code NA: The responses are not suitable for categorization
here.

• Code IR: The responses provided are not relevant to the
question being asked.

D.2 Continued Use Despite Privacy Risks
Participants were asked why they would continue using a chatbot
even after learning about the types of information it can access.

Theme: Privacy risk is acknowledged but outweighed.

• Code U: Participants perceive chatbot utility to outweigh
potential privacy concerns.

• Code C: Participants would change behaviors and become
more cautious when sending messages in the group.
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Theme: Privacy risks are ignored or rationalized.
• Code T: Participants trust the platform or chatbot develop-
ers.

• Code LC: Participants are inherently less concerned about
privacy.

• Code PH: Participants feel powerless to mitigate privacy
risks.

• Code FA: Participants feel that they are forced to accept
privacy risks.

• Code NC: Participants generally do not share sensitive infor-
mation online.

• Code TP: Participants believe that the privacy risks can be
mitigated by transparency.

Other.
• Code IR: The responses provided are not relevant to the
question being asked.

D.3 Additional Privacy Concerns
Participants were asked whether they had any additional privacy
concerns regarding chatbots in group chats.

Theme: Participants express specific privacy concerns.
• Code TP: Participants request greater transparency from
chatbots, including clearer data policies and self-introduction
messages.

• Code DC: Participants are concerned that chatbots collect
excessive amounts of user data.

• Code DM: Participants worry that their data may be misused.
• Code DB: Participants worry about potential data breaches
involving chatbots.

Theme: No privacy concerns expressed.
• Code T-O: Participants trust the group members who added
the chatbot.

• Code T-C: Participants trust the chatbot developers.
• Code T-S: Participants trust the platform to act as a gate-
keeper and prevent harm.

• Code NO: No reason mentioned.
• Code IR: The responses provided are not relevant to the
question being asked.
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