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Abstract

This study examines the pedagogical approaches and experiences of
community-engaged educators—individuals who teach privacy, on-
line safety, or security to specific communities through community
organizations, companies, or local institutions, such as libraries. We
draw on interviews with 21 such educators across the United States
and find that, unlike some privacy and security advice that may em-
phasize knowledge retention of common skills and strategies, these
educators prioritized teaching for independent decision-making.
Our participants conceptualized privacy literacy as a process for
taking informed action, and, from their insights, we identified five
core competencies of privacy literacy: (1) data fluency, (2) account
security, (3) fraud detection, (4) information vetting, and (5) surveil-
lance capitalism. Notably, these competencies integrate privacy,
security, and online safety concepts into privacy literacy—reflecting
an increasingly integrated threat landscape. Embedded within the
communities they serve, these educators shared their deep under-
standing of their students’ needs, which varied dramatically, and
shared ways in which they tailored their programming accordingly.
However, educators also shared significant teaching constraints,
including limited time, resources, and organizational support. We
discuss the implications of our findings for privacy literacy and for
supporting community-engaged privacy literacy efforts.
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1 Introduction

As digital technologies become more embedded in everyday life,
individuals must navigate an increasingly intricate web of online
interactions, including financial data management, healthcare ad-
ministration, and social engagement.
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As this reliance on digital services increases, so do the risks asso-
ciated with personal data collection, surveillance, and exploitation.
Personal data is routinely collected, tracked, and monetized, often
without sufficient informed consent, leaving users vulnerable to
exploitation [18, 27]. For example, in 2023, the FBI’s Internet Crime
Complaint Center (IC3) reported losses exceeding 12.5 billion due
to online scams and cybercrime, with a significant portion targeting
vulnerable populations [46].

While data breaches and online surveillance have fueled public
concern, privacy literacy remains critically underdeveloped [16, 72],
leaving many individuals without the necessary skills to protect
their information. Prior studies suggest that despite the availability
of privacy resources, individuals—particularly those from at-risk
populations—turn to informal channels to learn about security
and privacy advice [15, 51, 57]. This reliance on informal sources
highlights the importance of community-engaged educators, such
as public librarians and volunteers at senior recreational centers and
other community organizations, who serve as both trusted peers
and authoritative sources of knowledge within their communities.
Their proximity to the populations they serve enables them to
provide privacy education that is both contextually relevant and
accessible.

Indeed, certain communities face disproportionately heightened
privacy risks. For example older adults, increasingly rely on dig-
ital healthcare services, which often involve managing sensitive
personal information online. However, they often lack the digital
literacy skills needed to protect their data [24]. Similarly vulnerable
are undocumented immigrants, sex workers, and survivors of inti-
mate partner violence, all of whom face privacy threats that current
solutions fail to address [11, 26, 38, 55]. These disparities highlight
the urgent need for privacy initiatives tailored to vulnerable popu-
lations, equipping them with the tools to navigate an increasingly
data-driven world.

Recognizing the importance of online access and digital skills,
efforts to promote digital literacy have expanded significantly. in
both informal and formal educational contexts [19, 36, 54]. How-
ever, these initiatives often focus on general technical skills while
neglecting privacy literacy, leaving many individuals without the
knowledge needed to safeguard their personal data. The American
Library Association (ALA) defines digital literacy as “an individual’s
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ability to find, evaluate, and communicate information by utilizing
typing or digital media platforms” [6]. While this definition em-
phasizes information access and evaluation, it does not explicitly
address privacy, security, or data protection considerations, high-
lighting a critical gap in current digital literacy frameworks. As a
result, individuals may develop proficiency in using digital tools
without gaining the necessary skills to protect their personal infor-
mation from misleading data policies and opaque consent models,
further complicating their ability to make informed decisions about
their personal information. Addressing this gap requires a more
holistic approach to digital literacy that integrates privacy and se-
curity education alongside foundational technical skills. Without
privacy and security education, individuals remain at greater risk
of having their personal data misused.

More recent scholarship reveals the deeply contextual and inter-
sectional nature of privacy, through which we now understand how
different individuals and communities often hold profoundly diver-
gent privacy needs and concerns [39]. This allows us to identify and
acknowledge the various factors that contribute to our individual
understandings of privacy, such as age [28, 71], gender [9, 63], or
ethnicity [8], but it can also complicate efforts to teach relevant
privacy and security topics. Unlike teaching for digital literacy, for
which multiple established learning frameworks, resources, and
models have been developed, education for privacy literacy remains
a more nebulous venture often characterized by ad-hoc efforts.

In this study, we investigate the perspectives of educators cur-
rently working to teach privacy literacy to and within specific
communities. Leveraging a qualitative approach, we conducted
semi-structured interviews with 21 community-engaged educa-
tors across the United States who had designed, developed, and
led trainings on various privacy and security topics for different
communities. For the purposes of our work, we define community-
engaged educators as individuals working in organizations, compa-
nies, and local institutions that offer support services to community
members, specifically through online safety, privacy or security
education. Many of our participants were not pedagogically trained
as teachers but saw the need and offered their support to commu-
nity members as a secondary function of their jobs. Our interviews
centered on understanding the educators’ experiences, challenges,
and motivations with the goal of promoting privacy literacy. Our
study focused on the following research questions:

e How do community educators define and think about privacy
literacy?

e How do educators at community organizations teach others
about privacy and security topics?

e What motivations do educators at community organizations
have for teaching others about privacy and security topics?

e What constraints, challenges, or limitations do community
educators face when teaching for privacy literacy?

Our findings both corroborate and contrast with prior litera-
ture examining privacy literacy. Participants in our sample largely
identified privacy literacy as the development of abilities and aware-
ness to foster independent, informed decision-making with regards
to one’s personal information. While this differs from some prior
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research that typically describes privacy literacy as a static knowl-
edge base [7], it aligns well with previous qualitative explorations
in representing privacy literacy as a more fluid concept [32, 72].

Additionally, participants in our sample identified five core com-
petencies they believed were requisite "baseline” knowledge for
achieving privacy literacy, including an understanding of (1) data
fluency (e.g., lifecycle of personal data from collection to storage),
(2) account security (e.g., password hygiene, multi-factor authenti-
cation, etc.), (3) fraud detection (e.g., identifying, preventing, and
recovering from financial harms), (4) information vetting (e.g., com-
bating misinformation and developing healthy skepticism), and (5)
surveillance capitalism (e.g., understanding how personal data can
be exploited and for what purposes). Notably, these competencies
integrate privacy, security, and online safety concepts into privacy
literacy, reflecting the realities of the increasingly integrated threat
landscapes experienced by the audiences of our participants. All
our participants, were deeply embedded in and engaged with their
communities and uniquely equipped to understand and anticipate
the particular needs of their students. However, they also shared
obstacles and constraints they faced in their work. In particular,
participants highlighted various time, resource, organizational, and
audience constraints that limited their teaching efficacy.

We make several recommendations to address these limitations,
and discuss strategies to further bolster community-engaged pri-
vacy literacy education.

2 Related Work

In this section we examine prior attempts to define privacy literacy,
research that highlights the need for more identity- and community-
specific privacy education initiatives, as well as ongoing efforts
towards educating individuals on relevant privacy literacy topics.

2.1 From Individual Privacy Needs to Systemic
Gaps

In recent years, researchers have investigated the privacy attitudes,
behaviors, and concerns of individuals across diverse demographic
and socioeconomic backgrounds globally [14, 38, 41-43, 61, 62, 70].
Within the United States, prior studies have examined privacy
concerns and practices in various at-risk communities based on
factors such as age [74], gender identity and sexual orientation [25,
34, 63], culture and politics [4, 53], immigration status [26, 65, 69],
and specific vulnerabilities tied to activism, justice involvement,
or trauma, such as incarceration [47, 48], homelessness [66], and
experiences of intimate partner abuse [37]. Through interviews
and focus groups, these studies have highlighted that privacy needs
are often identity-specific and vary significantly across different
groups. For example, older adults may benefit from educational
efforts focused on password hygiene and privacy settings [74],
while survivors of intimate partner abuse need help with digital
account security [37], and undocumented immigrants may benefit
from privacy education conducted in their primary languages and
using technology with minimal identity exposure [26].

Despite this growing body of work, Acquisti et al. argue that
existing privacy solutions continue to place disproportionate re-
sponsibility on individuals rather than addressing the underlying
systemic nature of privacy challenges [2]. This persistent imbalance



Proceedings on Privacy Enhancing Technologies 2026(1)

reflects a need for more comprehensive interventions that incor-
porate both behavioral solutions and broader regulatory change.
In response, our study shifts focus to the perspectives of privacy
and digital literacy educators across diverse communities in the
U.S.—each with unique demographics, cultural contexts, and spe-
cific privacy vulnerabilities. By interviewing community-engaged
educators, we aim to address the immediate challenges in enhanc-
ing privacy within communities while informing policy changes
that may provide longer-term, systemic privacy solutions.

2.2 Defining Privacy Literacy

Privacy has been described as "a concept in disarray” [67], and one
especially dependent on context [1, 45]. More recent approaches
towards understanding digital privacy acknowledge its variation
based on the social, cultural, and political norms of users. By con-
ceptualizing privacy as a monolith, something that is experienced
universally, groups whose personal characteristics deviate from the
majority may find privacy scholarship, design, and interventions
tailored in a way that is unrepresentative and ill-fitting of their own
unique needs. Rather, it has been recommended that privacy, and by
extension, privacy literacy, be viewed as pluralistic—receptive and
accommodating to the existence of many, diverging definitions of
privacy and its associated concerns, behaviors, and experiences [64].

Existing scholarship on defining the concept of privacy liter-
acy remains limited. Empirical studies examining privacy literacy
typically conceptualize privacy literacy as either a possession of spe-
cific declarative or procedural knowledge, or a combination of both
[7, 49, 50]. Declarative knowledge relevant to privacy literacy can
be understood as a user’s awareness of institutional data collection,
use, and management practices, their understanding of the legal
landscape and regulations that protect their online privacy, and
specific technical details [49]. By contrast, procedural knowledge
typically refers to an individual’s application of behaviors consid-
ered privacy enhancing, such as adjusting privacy settings within a
browser or online platform, opting-out of targeted advertisements,
or engaging in particular digital hygiene practices [7].

Prince et al’s 2023 study assesses the declarative knowledge of
participants through the use of true or false questions that focuses
on online privacy laws and rights, and similarly defined and tested
for relevant procedural knowledge by checking whether or not
participants employed “different protective coping strategies” [50]
like ad blockers, manipulating browser privacy settings, or using
software that prevents online monitoring. In Bartsch & Dienlin’s
study, the authors acknowledged declarative and procedural knowl-
edge as the building blocks of privacy literacy, but chose only to
measure a user’s privacy regulation experience (i.e., frequency of
changing privacy settings on Facebook), social privacy literacy (i.e.,
confidence in adjusting particular settings), and social privacy be-
haviors (i.e., how accessible different portions of a user’s profile
were to other users) [7]. Other work, such as Park’s 2013 study, fo-
cused only on declarative knowledge such as “technical familiarity,
awareness of institutional practices, and policy understanding” [49].
Although empirical analyses of privacy literacy diverge in how they
choose to measure and define their variables, they tend to agree
that the concept is predicated on the understandings (declarative)
and behaviors (procedural) of users.
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Qualitative studies investigating the concept of privacy literacy,
instead, envision privacy literacy as an extension of an individual’s
critical thinking skills [32, 72]. For example, Kumar et al. utilize
Helen Nissenbaum’s theory of contextual integrity as a framework
[45] for understanding privacy literacy as a cognitive process depen-
dent on the norms and conditions that compete for influence within
an individual’s given socio-technical context [32]. The authors also
argue that privacy literacy should be viewed as a fluid concept
that can change from individual to individual and from situation
to situation. Moving away from a knowledge-based conceptual-
ization of privacy literacy allows individuals a greater degree of
autonomy as they are now capable of interrogating the conditions
that impact a situation’s informational flows. Wissinger also likens
privacy literacy to a cognitive process and believes that it should
address five steps commonly featured in critical thinking literature:
“understanding, recognizing, realizing, evaluating and deciding”
[72]. Wissinger asserts that being equipped with these steps would
lead to more competent, privacy-informed decision-making as in-
dividuals would become more capable of taking inventory of the
risks and rewards presented in a given scenario themselves rather
than becoming overly reliant on static rules, which are subject to
change, in the constantly evolving digital world.

2.3 Efforts Towards Privacy and Security
Education

Individuals’ approaches to seeking educational resources related
to privacy and security topics can vary tremendously, as they are
shaped by their past experiences and perceptions of online safety.
In Ion et al’s study comparing security practices of experts and
non-experts, the two groups approached their security practices
with different sets of priorities [29]. Experts typically prioritized
behaviors like installing updates, using password managers, and
two-factor authentication, while non-experts engaged in practices
like using anti-virus software, clearing their cookies, and changing
their passwords frequently. Experts frequently cited cybersecurity
‘best practices’ as their source for these practices, while non-experts
gravitated towards methods that were the most accessible [29].

Regarding the quality of security and privacy guidance available
on the web, Redmiles et al. evaluated articles using three factors:
comprehensibility, perceived actionability, and perceived efficacy
[58]. Users, both experts and non-experts alike, were then recruited
to assess the articles based on the three factors identified. The re-
sults of the study revealed that although much of the advice that
was vetted was considered both actionable and comprehensible, pri-
oritization remained a key issue, with both experts and non-expert
users struggling to determine which actions were most critical to
take. The sheer volume of advice and the general lack of clarity on
prioritization made it overwhelming for users to decide on a best
course of action [58, 59], something we observed with participants
in our findings as well.

Of the topics that are typically covered in advice relating to
privacy and security concerns online, phishing is an issue that
is especially prevalent. In Franz et al’s study of current phishing
interventions, the researchers developed a taxonomy to classify
these tools by type (e.g. training, awareness, design) and their in-
tended effect (e.g. increasing awareness, building detection skills)
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[23]. Their analysis revealed that an overabundance of phishing
interventions exist that could burden users with information over-
load, rendering many underutilized and forgotten. When examining
efforts to teaching for privacy literacy live, Saglam et al’s work
identifies K-12 school teachers as one of the most significant infor-
mational sources for children’s online safety and cybersecurity [60].
Although parents, governing bodies, and cybersecurity-specific ad-
vocacy organizations were identified as important parts of building
children’s privacy literacy, this responsibility primarily fell on teach-
ers, who often reported being under-resourced and under-educated
on relevant topics themselves. Based on their input, Saglam et al.
synthesized five broad categories of instruction that school set-
tings typically focused on, including: 1) cyber security technologies
(antiviruses, firewalls, encryption); 2) safety protocols (location
sharing, password management, online ‘ethics’); 3) technical risks
(viruses, phishing, hacking); 4) nontechnical risks (inappropriate
content viewing, cyberbullying, sexual harassment/exploitation);
and 5) privacy awareness (digital footprints, impersonation/identity
theft, personal information control).

In a higher education context, Egelman et al. worked to develop
the Teaching Privacy Program (TPP) website and curriculum for
undergraduate students at the University of California, Berkeley
[17]. While the TPP curriculum was developed as a component of a
larger research agenda, the research team constructed ten primary
principles which they believed were most significant to a student’s
development as vigilant digital citizens. These principles held some
similarities to those identified by K-12 teachers, and were anchored
around themes of digital hygiene, managing one’s digital footprint,
understanding that private corporations are collecting and mone-
tizing the personal data of their users, and that privacy stewardship
often falls on the individual as opposed to the government, with a
focus on U.S.-centric rules and regulations. In line with Egelman et
al’s work, Svabensky et al’s meta-analysis of cybersecurity educa-
tion articles published at SIGCSE and ITiCSE, which are research
conferences focused on computer science education, examined
topics prioritized by experts as a part of larger ongoing research
initiatives. [68]. Of the papers examined by Svabensky et al, a ma-
jority of them explored short-term educational interventions (such
as labs, practical/hands-on assignments, and educational games)
aimed at undergraduates, advanced degree-seeking students, as
well as technical professionals already in cybersecurity or adjacent
fields. The intended audiences of these interventions gave rise to
teaching content that was more technically demanding, focusing
on topics such as cryptography, network security and monitoring,
cyberattacks, malware, and secure software engineering.

In our study, we contribute perspectives of educators outside of
formal academic settings in order to understand the needs, priorities,
and demands involved in achieving privacy literacy with students
across diverse communities, and with unique privacy considera-
tions. Our work shows how understandings of privacy literacy are
operationalized currently at the community level, how it differs
from and aligns with the prior work, and what support is needed
to support such community-oriented efforts.
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3 Methods

There is limited existing work that has examined community-based
efforts towards privacy and security education [40, 64], and this
study offers a glimpse into the perspectives and realities of the
individuals leading this work. In our study, we focused on the expe-
riences of community-engaged educators in the U.S., serving vari-
ous audiences across different contexts, including small businesses,
libraries, and non-profit organizations. None of our participants,
who represented a diverse set of academic and professional back-
grounds, considered themselves cybersecurity professionals, had
conducted privacy or security research, or had taught formal graded
courses on privacy and security topics at the higher-education level.
Instead, many of them held degrees in education, library sciences,
and social work, while a majority of their prior professional expe-
rience involved community-service work. Our study investigated
their various teaching approaches towards informal education on
privacy and security topics, including educators’ motivations for
leading this work and the challenges they faced. The research team
opted for a qualitative research approach to engage more deeply
with our participants and gather richer participant insights. To
achieve this, the first author led 21 semi-structured interviews with
participants via Zoom from November 2023 to March 2024.

The University of Michigan’s institutional review board (IRB)
reviewed and approved (exempt) our study.

3.1 Study Design

Our interview script'was divided into three parts: participants’
background and conceptualizations of privacy literacy, their in-
volvement with their affiliated community organization, and ques-
tions to investigate their privacy-related teaching experiences and
approaches. The interview script included a set of opening ques-
tions intended to build rapport, as well as a final set of closing
questions to allow participants a chance to share relevant experi-
ences or questions that had not been captured throughout the rest
of the interview.

We recruited adult educators working in community-based or-
ganizations in the U.S., which we defined as organizations, compa-
nies, or institutions providing support services to their community,
where at least some part of their role involved teaching individuals
about privacy or security topics. Our educators led programming
on these topics across the U.S. in environments ranging from public
libraries in New York City to neighborhood service organizations
in small townships in the Midwest. The ‘students’ our educators
served varied dramatically as well, and ranged from school-age
children to older adults and non-English speaking immigrants. Par-
ticipants were challenging to recruit due to our specific eligibility
criteria, but we attempted to gather a sample that reflected rea-
sonable diversity with regards to gender, teaching experience, and
teaching context. Eligible participants were initially contacted via
email, and then invited to share their availability and schedule a
remote interview session with the first author. All interviews were
conducted remotely using Zoom, and all interviews were conducted
in English. Participants were then directed to a post-study survey
via Qualtrics at the end of their interview session (see Appendix A).
This survey gathered demographic data to help us contextualize our

ISee full materials in our OSF repository: https://osf.io/g3p7c; also in Appendix A.
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sample. Upon completion of their interview session, participants
received a $25 virtual gift card delivered to their personal email.
On average, interviews lasted 43 minutes, ranging from 33 to 65
minutes.

3.2 Recruitment and Demographics

We define community-engaged privacy educators as educators
working in organizations, companies, and institutions that offer lo-
cal support services, including online privacy or security education.
The research team compiled a list of >30 community organizations
across the U.S. that have offered digital skills workshops, with a
focus on privacy-relevant topics, using relevant keyword searches
(e.g., privacy, online safety, security training) on social media plat-
forms, search engines, and local meetup groups. Team members
then identified contact persons at each organization to reach out
to by email using a standardized recruitment message. We also
recruited participants using social media posts, snowball sampling,
and word-of-mouth referrals from local connections to our univer-
sity. While we selectively recruited participants who had taught
privacy or security topics, our study revealed that these topics are
rarely taught alone in such settings, and instead are often included
within larger digital skills trainings. Our participants did not dis-
tinguish between years of teaching specifically on privacy related
topics vs. other digital literacy concepts.

Eight of our participants identified as men, while the remaining
13 identified as women. Individuals ranged in age from their late
twenties to late fifties, with an average age of 36 years. Participants
in this sample were highly-educated; all of them had attended and
graduated from college, and 19 of 21 participants held advanced
degrees. A majority of participants reported having more than 5
years of experience teaching about technology related topics, and
catered to a wide range of audiences, including children, older
adults, college students, low-income adults, and immigrants. We
recruited across the U.S., and heard from participants in Colorado,
Texas, Pennsylvania, Massachusetts, New Jersey, Michigan, and
New York. Table 1 provides an overview of participant demograph-
ics, including the type of organization with which the educators
were affiliated.

3.3 Data Analysis

Positionality. Our research team consists of academic privacy
and security researchers, some of whom have experience educating
other individuals on these topics in both formal and informal edu-
cational settings. Our knowledge on privacy and security advice,
as well as past experiences in leading educational workshops con-
tributed to our approach towards analysis and our understanding
of the findings. Individuals on this team may be considered ‘com-
plete member researchers, commonly defined as individuals who
could be considered peers of the study participants due to com-
mon shared experiences, as well as others considered ‘peripheral
members,’ or those who “observe and interact closely enough with
[study activities] to establish an insider’s identity” [3], due to our
experiences teaching others about privacy literacy related topics.
The first author, who scheduled and facilitated all interviews, has
organized and led educational privacy and security workshops with
local service organizations in their community.
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Table 1: Participant demographics

D Organization Type Specific Audience(s) Served Education
P01 Public library Low-income adults, immigrants, M.A./M.S.
adults (general)
P02  Non-profit org., pub-  Older adults, children, adults (general) ~M.A./M.S.
lic library
P03  Public library, senior ~ Older adults, LGBTQ+ adults, adults ~ M.A./M.S.
centers (general)
P04  Small business Adults & children in rural areas B.A/BS.
P05  Small business Older adults, adults (general) B.A./B.S.
P06  Small business Older adults, adults (general) M.A/M.S.
P07  Non-profit org. Children & adolescents M.A/M.S.
P08  Public library Adults (general) MA/MS.
P09  Public library Affluent adults, older adults, adults ~ M.A./M.S.
(general)
P10 College library Young adults M.A/MS.
P11 Public library Low-income adults, older adults, chil- M.A./M.S.
dren, adults (general)
P12 Public library Low-income adults, older adults, M.A./M.S.
adults (general)
P13 Public library Adolescents, older adults, adults (gen- M.A./M.S.
eral)
P14  Public library Low-income adults, older adults, M.A./M.S.
adults (general)
P15  Public library, profes- LGBTQ+ adults, immigrants, domes- M.A./M.S.
sional assn. tic abuse survivors, adolescents
P16 Public library LGBTQ+ adults, adults (general) M.A/M.S.
P17  Public library Older adults, adults (general) M.A/MS.
P18  Non-profit org. Low-income adults, ethnic minority =~ M.A./M.S.
adults
P19 Small business Older adults M.A/M.S.
P20  Public library Affluent adults, older adults, children = M.A./M.S.
P21 Academic library Young adults M.A/MS.

Qualitative data analysis. All interviews were audio recorded
using Zoom’s internal recording feature, and all resulting record-
ings were transcribed using Otter AL The team redacted any per-
sonally identifiable details from recordings prior to transcription,
and transcripts were reviewed by the research team for clarity.
Throughout the data collection process, the research team met
regularly to debrief on sessions and discuss findings. We utilized a
thematic analysis approach in examining the transcripts, field notes,
and recordings collected from the interviews, following Braun &
Clarke’s six-step process [10]. The first author developed the ini-
tial codebook using inductive coding across the entire dataset to
identify recurring themes. Other members of the team then offered
input on these initial themes while also reviewing the dataset to
refine preliminary codes.

After iterative rounds of the initial inductive coding, the first and
second authors worked together to apply the finalized codebook
across each individual transcript. This process was conducted using
ATLAS ti, a qualitative data analysis software. To ensure that this
analysis was consistent, both coders independently coded the same
transcript and discussed similarities and differences in their coding
approach. Both authors continued to code more test transcripts
independently, convened to compare codes, addressed discrepan-
cies, and modified the codebook accordingly. After three rounds,
we achieved a Krippendorf’s alpha value of 0.729 indicating rea-
sonable inter-rater agreement. The final codebook included 20+
parent codes structured around the primary research questions,
with several additional sub-codes. The first and second authors
then split and coded all transcripts with the final iteration of the
codebook.
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3.4 Limitations

Our study design has some limitations. Given the focus on an un-
derstudied topic, our research questions were exploratory in nature
and required a qualitative approach to gather detailed, individual
experiences. A semi-structured interview protocol allowed us to
collect relevant data, but also introduced a few constraints.

Our study was conducted in the U.S., therefore limiting our
findings to the sociocultural norms of the U.S. Care should be taken
while generalizing our findings as norms around privacy, digital
literacy, and education may vary across the world, even though we
focused on recruiting for reasonable diversity within the context of
the United States. Additionally, due to the specialized nature of our
participants’ work, and the difficulty faced in recruiting this niche
population, a majority of our participants were librarians, which
may have influenced the insights we got from our interviews. We
found no significant differences between the experiences shared
by participants working in different institutions and organizations
than those who primarily worked in a library setting, but further
research with a larger sample size could further validate or expand
these findings.

4 Findings
In this section, we unpack our participants’ experiences and per-
spectives as educators teaching members of their communities
about common privacy and security topics, and share our findings
below as an extension of the larger discussion around defining pri-
vacy literacy, and the need for more community-engaged privacy
education. First, we discuss participants’ motivations for teaching
privacy literacy, as well as what privacy meant to them. We then
expand on current concepts of privacy literacy by sharing our par-
ticipants’ ideas of what it means to be privacy literate, including
five core competencies they identified as essential components of
privacy literacy: (1) data fluency, (2) account security, (3) fraud
detection, (4) information vetting, and (5) surveillance capitalism,
with an emphasis on instilling independent decision-making. No-
tably, these competencies incorporate privacy, security, and online
safety aspects into a broader conceptualization of privacy literacy.
Next, we discuss the teaching approaches of participants, in-
cluding ways they design, develop, and tailor material for different
audiences and concerns. Our participants emphasized the impor-
tance of including specific, real-world scenarios that reflected the
needs of their communities, setting aside time for individual ques-
tions and support, live demonstrations, and hands-on activities
as the most effective educational strategies. Although numerous
cybersecurity educational resources have been developed by re-
searchers and other professionals, we find that educators in our
study tended to rely on their own knowledge, and the knowledge
of those around them, to support their students within their infor-
mal learning environments. Lastly, we discuss the struggles and
limitations our participants faced within the contexts of their roles,
including time, resource, audience, and organizational constraints.

4.1 Community Welfare and Teaching
Motivations

Our educators led digital skill trainings on online safety, privacy,
and cybersecurity topics across the U.S. These environments ranged
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from public libraries in New York City to neighborhood service
organizations in small townships in the Midwest. The students
our educators served varied dramatically as well, and ranged from
school-age children to older adults and non-English speaking im-
migrants (see Table 1). Most of our participants offered classes or
trainings as one-time, small group offerings rather than multi-class
series. Classes were typically structured as introductory overviews
to certain privacy and security topics. Class times varied in length,
but mostly consisted of one-hour sessions, which were offered with
limited frequency (i.e., generally ‘as requested’ or on a quarterly
basis). However, there were exceptions to this format, such as P12
and P14 who worked in more well-resourced libraries, and could
offer regular open lab time (“kind of a freestyle learning environ-
ment where people can come in and work and ask questions [to] get
some advice” -P14), or P9’s weekly “Tech Tuesday” classes that
each focused on one specific topic in particular (e.g., a dedicated
hour-long class on misinformation). Other participants who oper-
ated under small businesses and non-profit organizations also had
slightly more flexibility as they usually offered their services to
local clients who might be looking to troubleshoot specific concerns
with slightly larger windows of time.

Over half of our participants reported that their role as educators,
or time spent actively teaching, was a non-essential function of
their job. Instead, many shared that they volunteered to lead this
programming, usually offered as a free service by their larger orga-
nization, as an optional, secondary task. When asked what drove
participants to engage in this work, a vast majority of educators
described these efforts as a means of giving back to their commu-
nity, empowering their students, and, as participants in our sample
were typically embedded into the neighborhoods they served, even
occasionally supporting their own friends and acquaintances. P18
shared their rationale for both founding their neighborhood orga-
nization and providing education on privacy topics for residents:

“Ilive here. I'm a long term resident. My family has
been in this neighborhood since 1946. I'm the founder
and CEOQ. So, I lead the organization, come up with
ideas in partnership with residents and other team
members. We together, we work to come up with
different programs based on the needs of the residents.”
(P18)

The unique position of our participants as both community mem-
bers and educators, allowed them to better understand the pressing
digital needs of their communities, and created a greater sense of
investment in the learning outcomes of their students, with the
goal of achieving privacy literacy.

4.2 Meaning of Privacy

We began our interviews by asking participants what privacy meant
to them. Our participants’ understanding of privacy provides con-
text for how they defined and thought about privacy literacy, which
we discussed after.

While participants’ understanding of privacy varied in nuanced
ways, their general conception of privacy was similar. Generally,
for our participants, privacy meant having control over what in-
formation they share and with whom. For instance, P03 described
privacy as “the ability to have control over your data and information
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and decide how to use it.” Some participants specifically emphasized
control over what is made public, such as P07: ‘T think the ability to
keep private information separate from a public, separate from bots,
separate from hackers.” To some participants, this meant keeping
their name off the internet:

“So I really try not to leave very much of a digital
footprint. Because it’s scary how much information
you can get. So for me, privacy is 'm trying to keep my
name off the internet. Yep. But also to I'm careful with
my own privacy, like even at work, our supervisor
would like to have our photos on our website for work.
I'm not comfortable with that” (P11)

For others, privacy was more about who specifically has access
to their information: ‘T have control over and get to make decisions
about who has access to any information related to me;” as well as
about transparency: “Privacy in a digital space [...] it comes down
to that control aspect. And also transparency, like knowing who'’s
got access to what” (P20).

Many also connected privacy with agency, as expressed by P02:
“privacy means being able to opt into services instead of opting out of
them. And [...] having authority over what is accessed by who.” This
also ties in to the value of privacy as it is seen as a right, not a
privilege:

“Privacy is like, [how] am I going to put it, let me see.
Oh, privacy is a right, is a human right. [Without]
privacy you [can’t] have the freedom of association,
freedom of thought, freedom of expression, as well
as freedom from discussion. But it’s also privacy is
quite hard to define. Because you know, the different
countries, different ethnicities offer different views
when it comes to privacy as individuals. Yeah, well,
for me, privacy includes the rights to be free from
interference, intrusions.” (P04).

Overall, our participants’ understanding of privacy aligns with
general definitions of privacy and reflected common privacy con-
cepts and values, such as privacy as control, the notion of agency,
and privacy as a human right.

4.3 Privacy Literacy, Defined by Educators

As discussed previously, our participants would not be generally
considered cybersecurity ‘experts’, though they were technically
skilled in everyday digital contexts. This provides a contrast to the
perspectives typically represented in conversations around defin-
ing privacy literacy, most often by computer science researchers.
Despite the deep variation in participants’ teaching contexts, we
found similarities in how they conceptualized privacy literacy, and
what they stressed to their students in helping them gain privacy
literacy. Rather than an emphasis on knowing and retaining specific
information, educators felt that their students could be considered
‘privacy literate’ when they were able to effectively understand
motivations for protecting their privacy, and react assertively to
privacy risks in accordance to their own needs and preferences. P7
shares that achieving privacy literacy could mean simply having
“the ability to make choices in your digital life, and where information
that is personal and distinguishes you from another person can be kept
as personal as you’d like.” P14 shared a similar sentiment, stating
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that for them, as an instructor helping students “overcome their
trepidation or their fear, and kind of build confidence is really the
number one” priority in teaching about privacy and security topics.
The distinction between privacy and security was also high-
lighted by many of our educators, as P21 differentiated the two:

“We’re thinking about digital privacy as [...] the right
to own information about our lives and the right to
have that be private. I think a lot of times people in
like instructional contexts, we often kind of use [the
term] interchangeably with the term security, which
is more about protection.” (P21)

At the same time, in their educational efforts, all our partici-
pants included security strategies in their programming as practical
advice, which they viewed as necessary and relevant for foster-
ing a deeper conceptual understanding of privacy management
given today’s online threats. Educators shared how the topics they
have taught in relation to privacy literacy had evolved over time as
platforms, systems, and devices continued to rapidly change. For
example, P9 shared how much of the security advice they shared
with students when they first led trainings in 2012 centered around
desktop computer risks, such as malicious viruses, while new ma-
terial now instead focuses on smartphone security as community
members have shifted towards a greater usage of mobile devices.
As a result, participants identified continued individual motivation
as a key characteristic for achieving privacy literacy. For instance,
P17 likened privacy literacy to any other form of literacy, rather
than a rubric of static knowledge checks.

“I think I would say a big part of privacy literacy
would be like being literate, and understanding why
it matters, or why you’re talking about privacy in
the first place. Again, [I don’t know] if when we’re
talking about digital privacy, it’d be [specific] things
like ads and passwords, or whatever it would be [...]
instead, I think literacy, in most things, is sort of an
ongoing learning process. I think part of it is just
having enough scaffolding to take in new information”
(P17)

Largely, participants steered away from the empirical perspec-
tive of confining privacy literacy to discrete buckets of knowledge
[7, 49, 50], but instead were more aligned with prior qualitative
investigations that conceived of privacy literacy as a way of think-
ing and acting critically [32, 72] in order to increase real-world
relevance for their audiences. Though most of our educators agreed
that being privacy literate had more to do with developing strong
problem solving abilities, participants still felt there was some “base-
line” knowledge individuals had to be familiar with, including an
understanding of common terminology, threats, and security strate-
gies, to be considered privacy literate. Due to the diversity of audi-
ences served, environments taught in, and a lack of standardized
educational materials, we saw variation in what topics, skills, and
strategies participants highlighted to their students. For example,
in audiences that primarily consisted of older adults who abstained
from social media, material related to social media privacy was
omitted, while the opposite was true for educators that mostly
catered to children and adolescents. Ultimately, participants placed
an emphasis on teaching students what to be aware of with regards
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to privacy in order to support individual decision-making, rather
than on rote memorization.

From participants’ conceptions of and approaches to privacy lit-
eracy education, we identified five core competencies, based on their
prevalence and significance to building a conceptual understanding
of privacy: data fluency, account security, fraud detection, infor-
mation vetting, and surveillance capitalism. Across participants
these competencies were described as essential to being consid-
ered privacy literate. Interestingly, these competencies combine
and integrate privacy, security, and online safety aspects that in the
literature are often treated separately, yet, our participants related
them all to privacy literacy, reflecting the increasingly integrated
online threat landscape that their communities faced. Next, we
discuss each of them in more detail.

4.3.1 First competency: data fluency. First, participants felt their
students needed a basic understanding of the data life cycle, includ-
ing knowledge of how their personal data is created, stored, shared,
used, or destroyed. P1, in their classes, stresses this as the most
important and essential learning outcome for their students.

“I think, you know, those principles [of data fluency]
are the most important thing. Just sort of understand-
ing how the internet works, especially the fundamen-
tals of data [...] Data in transit, data at rest, what
entities could sort of, you know, see the data as it was
in transit along the way..” (P1)

Educators stressed that a stronger understanding of how their
personal data exists on the internet gave students more confidence
in then exploring ways to take relevant actions, such as requesting
data to be removed or deleted, and in general encouraged individ-
uals, who otherwise felt overwhelmed, to be more proactive in
managing their own information. P15 shares an interactive activity
they led recently to better illustrate these concepts:

“I'm not your tech support, [but things I can teach]
are, you know, teaching people about data lifecycles.
What it looks like to understand, ‘Are there reten-
tion periods?’, ‘Like when are you deleting data?’ You
know, we did a shredding party recently. So we got
the shred bins and got some snacks and just told peo-
ple like, ‘Hey, this is an opportunity to go through
your files and get rid of any, you know [unwanted
information]’ and we had a bunch of people come and
you know, dump boxes into the shred bins.” (P15)

4.3.2  Second competency: account security. Second, all 21 partic-
ipants recounted having dedicated material related to password
hygiene and secure account management. Participants emphasized
the need for all their students to be able to create and safely store
strong passwords, use additional verification layers (e.g., multi-
factor authentication), as well as physical strategies to keep per-
sonal devices safe (e.g., using a webcam cover on a personal laptop).
While this topic centers largely around security strategies, it was
seen as essential to preserving one’s privacy online, and therefore
highlighted as a core competency. P13 shares how they present
account security strategies after first relaying their relevance.

“[For my students], I would want to know, you know,
do they think they’re safe? Like, do they think that
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their information online is private and protected?
That would probably be an open question. And then
[I’d ask] about, ‘do you know about the different types
of ways of protecting your information?’, you know,
multi-step authentication and password generators,
just sharing all the different things” (P13)

These skills were especially top of mind for educators who served
older adults, whom multiple participants identified as less likely to
adopt secure password managers and multi-factor authentication
options, as well as more likely to reuse the same password across
accounts. As an example of the adaptive strategies participants used,
P14 shared how they abandoned the idea of forcing their reluctant
students to adopt a password manager, and instead walked through
physical strategies for secure password storage “because the pen
and paper method is preferable for a lot of [their] students”

4.3.3 Third competency: fraud detection. Third, participants felt
that individuals should be confident in their ability to identify
and protect themselves from fraud and scams online. In their 2022
typology of privacy harms, Citron & Solove identify economic harms
as one of the seven major harm categories, and define it as monetary
losses or “the loss in the value of something,” which additionally
contributed to feelings of privacy violation [12]. This was also
relayed in interviews as one of the most requested topics by students
across all environments, who often shared their fears and concerns
with the class. Additionally, fraud and scam detection was stressed
as one of the most context-dependent vulnerabilities, as various
factors such as age and socioeconomic status were believed to have
deeply influenced one’s risks for falling prey to economic harms.
P19 considers how these factors may affect a student’s vulnerability:

“People who have past interactions with the carceral
system, undocumented people, people who go to poor
schools, people who are trans people, people who
have any remotely transgressive seeming [identities]
might have to worry more. [...] If I were going to
a senior center to talk about like, basic privacy, or
whatever I would definitely talk about scams.” (P19)

Some educators shared that students became overly panicked
when confronted with online scams, and benefited most from be-
ing encouraged to stop, take inventory, and think clearly before
immediately reacting to stressful situations. To further account for
individual or community specific concerns of their students, edu-
cators guided students through concrete real-world scenarios that
were of particular relevance to them. This was seen as especially
useful in helping students recognize some of the common hallmarks
of scams when making financial decisions, and leading them to
use their own deductive reasoning to protect themselves. P8 shares
how they used this approach to help students assess housing offers
online:

“It’s really kind of case by case. So if someone needs to
find a place to live, we're helping walk them through
that. They might be on Craigslist and see these ads
that we know are obviously scams, so then [it’s more
about] kind of talking to them, and talking them
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through why we think that. We don’t make the deci-
sion for them. But talk through why [it] might not be
good to follow up on.” (P8)

Many of our participants also pointed out the constantly evolv-
ing nature of scams, including their increasing sophistication and
various modes of delivery (e.g., scams utilizing deepfake technology
for impersonation purposes on social media). To prepare students
to feel confident in this competency, participants placed an em-
phasis on spotting scams and fraud before sustaining real harms,
rather than on recovering resources following a scam, which some
educators felt was more complicated and difficult to teach.

4.3.4  Fourth competency: information vetting. In a similar vein, sev-
eral educators were also concerned about the rise in misinformation
online, and consequently the ability to vet information online for its
veracity was highlighted as the fourth core competency. Although
information vetting and scam detection may appear to be closely
related, our participants made clear distinctions between the two,
with financial harm and identity theft recovery being unique to
scam detection, while information vetting was instead linked to on-
line safety and identifying inaccurate, misleading, or biased content.
Misinformation, and the public’s belief in it, remains prevalent in
political, health, and science debates [22]. The rapid growth of so-
cial media in spreading misinformation, along with the emergence
of Al technologies that can generate and disseminate fake content,
has worsened the problem [5]. Participants shared that students
should be able to accurately distinguish between truthful and false
information, as well as between legitimate and deceptive sources;
otherwise, they risk misinformation, manipulation, and harm. P13,
who has attempted to create material focused on misinformation,
noted:

“Learning kind of what misinformation or disinforma-
tion is is [super important]. It’s really easy to fall vic-
tim to bad information. [...] A lot of it is just showing
them you know, this is how you can spot misinforma-
tion, this is how you can kind of protect yourself, or
go to fact checkers, or if you're not sure, and it seems

fake, it probably is fake.” (P13)

For several participants, instilling skepticism in their students
was a key component of this competency, as members of their
community could be overly trusting of all information encountered
online. This was a barrier that proved to be challenging to overcome
for some participants, such as P12 who shares that “getting people
to not trust [everything] has been a challenge.” Another participant,
P10, explained her approach of teaching information vetting as
prompting her students to interrogate sources: ‘T would ask them,
how do they identify if a news website or source is offering reliable
information? How to find out about its bias?” P10 emphasized to her
students that misinformation is not only about factual inaccuracy
but also about the ways partial truths can be framed to shape
perception.

Together, we saw educators outlining a general process in which
students were encouraged to pause when presented with new in-
formation, ask questions about the information presented, and
consider several factors (e.g., investigating the site or source, taking
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note of details like typos, etc.) before judging the veracity of the
information.

4.3.5 Fifth competency: surveillance capitalism. Lastly, educators
identified developing a strong understanding of surveillance cap-
italism as an essential component to achieving privacy literacy.
This was believed to be especially important in motivating students
who otherwise lacked an awareness of invasive corporate data use
practices to take more proactive measures towards protecting their
privacy. Surveillance capitalism, as defined by Shoshana Zuboff,
refers to the commodification, by corporations, of people’s behav-
iors, lives, and private experiences captured and collected through
their personal data [75]. In teaching basics about managing one’s
privacy across social media platforms, disabling cookies, or limiting
ad tracking, educators also stressed to students how social media,
and other digital services are able to remain free for use, and why
it can be important to limit the degree to which one’s information
is available to private corporations or other users. Many of our par-
ticipants stated that they did not prescribe specific privacy settings
to students, but instead wanted students to be able to manipulate
settings and permissions to align with their individual comfort lev-
els once they had established an understanding of potential risks
and trade-offs. For example, P6 shares the following:

“With the population I work with, they ask about their
privacy a lot [...]. They know that their information
and data is out there, but they don’t really know what
and how it’s being used. [Some will say] ‘T don’t mind
that, you know, someone sees that I shop for men’s
clothes, and then they show me nice advertisements
for new pants or whatever. That doesn’t bother me’
But what [does] sort of bother them is when I [...]
talked about ‘oh, it turns out [some companies] have
really detailed psychological profiles that include your
agreeableness’. Or the fact that they’re using that to
deliver political ads. [...] I think that kind of turned
some light bulbs on to people because that shows
them like, okay, for you, how can your info be used
in a fair way versus an unreasonable way?” (P6)

Ultimately, our participants constructed a comprehensive defi-
nition of privacy literacy, incorporating concepts of online safety,
technical security, and privacy to reflect the multi-faceted risks and
challenges faced by the diverse members of their communities.

4.4 Teaching in Informal Educational
Environments

Unlike formal educational settings, such as schools or universities,
informal learning contexts allow educators the flexibility to create
their own materials, and set their own teaching agenda. Unfor-
tunately, this flexibility also comes with the drawback of having
limited scaffolding and resources to do so. In developing their train-
ings, our participants leaned on a variety of resources, strategies,
and teaching approaches to support their students.

4.4.1 Knowledge sources for teaching materials. Educators usually
identified the topics of highest relevance for their students before
engaging in information-seeking practices to design their teaching
materials. Some educators shared that they surveyed students who
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signed up for sessions ahead of time to identify concerns or current
skills, others started with open-ended Q&A sessions to establish
group priorities, and some facilitated group discussions in which
participants were prompted to share their reasoning for taking a
particular class or workshop. For example, P6 often begins sessions
with a “a tech discovery program, where we will survey [students]
with a bunch of questions related to their tech skills, how comfortable
they feel using certain devices, or performing certain tasks” to tailor
classes accordingly.

However, tailoring sessions to suit the needs of different students
was difficult to do consistently, and became a task that many edu-
cators struggled to balance with the other demands of their work.
P3, for instance, shared the toll the “emotional labor involved in
that [work]” took on them, and that while they would love to offer
more of their time felt that “[they] were already at capacity.” Once
priorities were established, most commonly, participants relied on
their own knowledge to create content for their trainings. Beyond
themselves, educators felt most comfortable reaching out to those
within their immediate social circles for additional advice, with
some borrowing existing material from within their organization,
usually developed by colleagues who previously taught in their
role, or more ‘tech-savvy’ friends and family. For instance, P13
leverages a combination of their own knowledge with that of a
family member to create their educational materials:

“My dad works in IT. [...] T'll do my own research. And
I'll be like [to my dad], ‘Hey, is there anything I'm
missing that I need that you think I should focus on?’
And he’ll send me something back, like, ‘No, I think
that’s a pretty good, broad overview. A lot of it is just
research, and more research, and more research. As
far as the ideas, it’s hard to come up with ideas and
topics for programs. So I'll just kind of take a look
through things and then I'll be like, ‘Oh, maybe this
is something we should do”” (P13)

This strategy reflects patterns identified by Rader et al., namely
how individuals are more likely to pay attention to, and adopt,
security advice introduced to them by peers and real-life connec-
tions [52]. From our conversations, some participants reported that
though they recognized there was an abundance of privacy and
security advice online, it could feel burdensome and overwhelming
to peruse all the relevant information available. Additionally, the
financial constraints experienced by many of our participants and
their organizations, which we discuss in the our final section, meant
that some participants were unable to access relevant information
behind paywalls, such as specialized scholarly databases.

Still, though less commonly, a few participants named specific
online resources they preferred to consult due to their perceived
trustworthiness. Notably, the educational materials from the Elec-
tronic Frontier Foundation (EFF) [20], and amongst participants
who worked in libraries, handouts and templates from the Public
Library Association [73]. When teaching about topics for a specific
platform or device, multiple participants preferred to consult the
source directly, and read the relevant internal FAQs or instructional
pages. P9 shares her strategy for utilizing ‘in house’ resources:

“If 'm going to do a class on Zoom privacy, I will
go to the Zoom help page and the Zoom information
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[page], and try to organize it in the same way that
they do in terms of, you know, ‘do this and then do
that’ [...] And usually then I'll customize it to what
I feel that the class needs. So usually the resources I
go to are the ones specifically related to the subject at
hand. You know, whether that’s for iPhone or Zoom
or something like that. I don’t have a general go-to
resource.” (P9)

The information seeking practices of our participants reflect
both their teaching priorities, in wanting to center material around
the most pressing issues of their communities, and the constraints
of their teaching contexts.

4.4.2  Session structure and teaching strategies. We also noticed
differences in terms of teaching strategies and classroom manage-
ment approaches across our participants. While there was general
agreement on essential competencies for achieving privacy literacy,
participants had different learning objectives, ordering of topics,
and activities they incorporated into their teaching. For most ses-
sions, educators leveraged an ad-hoc approach, usually adapting
their materials and activities to the needs of each group without
specifically outlined learning objectives. Our educators, as members
of the communities they served, had a deep understanding of the
limitations and concerns of their audiences. Students varied greatly
in their knowledge and skill level across trainings, and participants
typically found it better to adjust materials based on the particular
audience rather than sticking to specific scripts.

All educators in our sample typically structured their sessions
around a set of lecture-style slides, but a large majority of them
agreed that what proved to be most effective in teaching students
about privacy and security topics included incorporating hands-
on activities (e.g., walking students through privacy policies or
settings), grounding material with concrete, real-world scenarios
that were relevant to their students’ lives (e.g., managing one’s
social media presence from employers in a group of job-seeking
individuals), and including time for one-on-one support and at-
tention (e.g., troubleshooting individual device issues across the
classroom). Some participants who had a background in education
also mentioned adopting threat modeling exercises, as a means
to instill independent decision making within their students. P15
unpacks this concept, and contrasts risk tolerances across different
kinds of students they may teach within their community:

“[We want] people to learn a little bit about different
privacy topics. And then to answer some questions,
to build a toolkit for themselves, to kind of [support
the things] that matter to them knowing that people
have different tolerances and needs around privacy.
Like, social media influencers are going to have a very
different outlook on privacy than somebody who is
in a domestic abuse situation, right? And so like, to
say there’s just a universal blanket understanding of
privacy doesn’t really work. I think that gets into
threat modeling, and all that different sort of stuff too.
It’s like, where do we fall [on the spectrum], what do
you have to risk, and then setting up a system.” (P15)



Proceedings on Privacy Enhancing Technologies 2026(1)

Across these various strategies and approaches, we observed one
overarching theme common to all participants: Their trainings and
sessions should always focus on the risks and topics most relevant
to their students, while minimizing time spent on any others.

4.5 Challenges in Teaching Privacy Literacy

Our participants’ vast experiences with privacy literacy education
were not without obstacles. Despite their best efforts, the educators
shared that they felt their teaching could be significantly more
effective if they were not limited by audience constraints (i.e., ad-
dressing different priorities of different students within a group set-
ting), organizational constraints (i.e., limitations related to the host
organization, such as lengthy bureaucratic procedures for approv-
ing teaching materials), time constraints (i.e., limitations related
to the length of teaching time available), and financial/resource
constraints (i.e., limitations related to what money and resources
are available for teaching these topics, such as limited high speed
internet access).

Though our participants shared teaching approaches and strate-
gies they recognized as most effective, such as one-on-one support
or hands-on activities using participant’s own devices, many felt un-
able to deploy these methods regularly due to the aforementioned
constraints. For example, participants largely agreed that providing
individualized attention was most effective in reaching students
and addressing unique concerns, but, as most facilitators led classes
on their own, this strategy became burdensome to routinely offer.
This was especially true for audiences in which students had a
diverse range of skill levels, which coupled with the oftentimes
short and infrequent nature of trainings, meant educators could
only keep sessions limited to a group format. P20 shares that “one
on one attention was the most helpful, [and] that sort of sustained,
very personal approach is definitely successful”, but that “it’s also
very time intensive [and that] we don’t really have a specific team of
specialists at our library, we’re too small.” Unlike formal educational
environments, such as a multi-week college course, most of our
educators only taught one-time workshops, usually 1-3 hours in
length. P14 identifies time constraints as their largest limitation in
teaching about topics effectively:

“I think what I struggle really with classes like this
is that we do have a very small window of time. You
know, if this was a classroom setting, like in high
school, or in a college, or even an elementary school,
you could count on having several hours over the
course of a week or a month to kind of do activities,
kind of reinforce the ideas and have repetition for
learning. A lot of what we do in the library, it’s kind
of like, ‘here’s a whole bunch of stuff, here’s a few
activities you can practice when you get home. But
after that, it’s kind of on the learner to write, practice
and be self motivated.” (P14)

Participants also shared that students who were not particu-
larly tech-savvy lacked an initial interest in learning about privacy
and security topics, but that many grew to develop a curiosity af-
ter hearing about online privacy threats and risks through more
general digital literacy programming. For our educators who pri-
marily served communities looking to develop computer skills for
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job readiness, essential functions, or social connectedness, many
felt that they were unable to offer education specifically focused
on privacy and security topics. Instead, those participants shared
that they felt relegated to offering small pieces of privacy literacy
programming within other workshops and trainings about broader
digital literacy skills.

Some of the educators serving these communities shared in-
stances when they offered more targeted trainings related to privacy
literacy, but unfortunately observed that those workshops typically
had lower student attendance and interest, discouraging them from
leading future targeted sessions. For example, P11 shared the ways
they combined the skills their students were most interested in with
additional coverage on privacy and security topics in their classes:

“People are very digitally illiterate. I was in a county
that had had a lot of factory workers and auto work-
ers who were laid off, and they were trying to re-skill
for the job market and enter non-factory jobs. Some
of them didn’t even like know how to use a mouse.
[At the same time] I was trying to avoid having them
get scammed and stay secure. That was a big thing for
me. [...] SoIwould teach, you know, doing things that
you might not look at normally. I was teaching them
the difference with domain names, secure networks,
things like that. It was just a lot of digital illiteracy.
And now smartphones being so ubiquitous, a lot more
people have the internet, but it’s still a problem, be-
cause people just don’t know how to stay safe” (P11)

Ultimately, while our participants had a deep understanding
of the communities they served, many felt constrained by their
teaching contexts and isolated in their goal of teaching for privacy
literacy. When presented with a hypothetical scenario of teaching
without any of the constraints of their realities, educators shared a
host of topics and activities they wished to present to their commu-
nities, including targeted sessions on encryption, combating harass-
ment, and analyzing privacy policies, among others. For instance,
without time and support constraints, P15 shared how they’d like to
offer individual privacy audits (i.e., comprehensively reviewing all
of an individual’s current privacy and security practices) to patrons
of their community library.

“I'mean, without like, any time or money constraints, I
think being able to have the resources for somebody to
individually come to the library—if there was the abil-
ity for somebody, especially in these small libraries,
[...] to get a privacy audit. But those [libraries], you
know, may not have time or staff to actually do the
thing. And it may still feel intimidating to get started.
And so I think being able [to] help give people the
resources to, like, get started and just to come in and
do a privacy audit, I think, is a really eye opening way
of like, ‘let’s take a look at what you’re doing, right?”
(P15)

Within our interview sessions, educators shared various desires,
motivations, and challenges in improving learning outcomes for
privacy literacy within their communities. Next, we discuss strate-
gies for empowering educators, addressing the gaps between their
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teaching desires and limitations, and ultimately supporting their
resolve of achieving more widespread privacy literacy.

5 Discussion

Our study examined the pedagogical approaches and experiences
of community-engaged educators in promoting privacy literacy.
Through interviews with 21 educators across the U.S., our study
provides a unique perspective on a highly valuable, yet understud-
ied, context of privacy education. This work highlights the role of
community-engaged educators in empowering their students to
make informed decisions about their data. Our findings reveal that
these educators prioritize critical thinking and personalization over
rote memorization, emphasizing five core competencies essential to
privacy literacy. However, despite their efforts, educators also face
constraints that limit the reach of their programming. Through our
findings, this study extends the conversation on privacy education
and definitions of privacy literacy.

5.1 Expanding Definitions of Privacy Literacy

Our findings contribute to expanding our understanding of privacy
literacy in multiple ways.

5.1.1 Emphasizing adaptability and decision-making. Our findings
reveal that community-engaged educators view privacy literacy as
a dynamic-process of critical thinking that enables individuals to
make informed data decisions tailored to their personal contexts.
This emphasis on adaptability and independent decision-making
moves beyond rote memorization and instead aligns with the fluid
nature of the digital world, where new technologies and privacy
challenges are constantly unfolding.

5.1.2  Benefits of community-engaged education. The position of
community-engaged educators is central to this effort. Our findings
show that these individuals play a multi-faceted role, and are per-
ceived by their students as both technical authorities and trusted
community members. This dual role makes them particularly effec-
tive. Prior research shows that many individuals, especially those
with lower income, less education, and older populations seek ad-
vice on these topics from personal, social connections rather than
generic advice found online, in media, texts, or other resources
[55, 56]. This positions community-engaged educators well to ad-
dress the needs of diverse and often vulnerable communities in
informal learning environments.

5.1.3 Integrating privacy, security, and online safety. Educators de-
scribed an adaptable skill set grounded in five core competencies
that form the foundation for privacy literacy: data fluency, account
security, fraud detection, information vetting, and surveillance cap-
italism. These competencies address the community-driven needs
highlighted by participants in our study and reflect how security,
privacy, and online safety issues form interwoven threats for indi-
viduals. While participants recognized differences between privacy
and security, they considered the combination of privacy, secu-
rity, and online safety competencies crucial for developing privacy
literacy.
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5.1.4  Aligning privacy advice with community needs. Our findings
further show differences between the topics prioritized by commu-
nity educators and those emphasized in traditional cybersecurity
guidance. For example, while prior literature has widely discussed
the importance of cookies and cookie settings [30, 31], the edu-
cators in our study placed greater emphasis on issues with high
potential for tangible harm to their students, such as financial fraud
and scams affecting older adults and other groups, and devoted
less attention to topics that were not central to their audiences’
immediate needs, such as encryption or cookies.

This gap between community-driven priorities and expert-driven
advice highlights an opportunity for fruitful collaboration between
educators and experts to co-design more relevant privacy educa-
tion frameworks that reflect community priorities. Realizing the
potential of such co-designed frameworks requires addressing the
resource, organizational, and policy supports that enable educators
to implement them effectively, which we explore in the next section.

5.2 Needs and Support for Community Privacy
Education

While the educational efforts of our participants provide tremen-
dous value for their communities, educators also discussed several
hurdles they faced in carrying out their trainings, such as time, or-
ganizational, and resource constraints, as well as broader structural
and policy barriers. Building on our findings, we identify four areas
where targeted support could enhance the effectiveness and reach
of community privacy education.

5.2.1 Resource and organizational constraints. Educators faced per-
sistent challenges in securing and maintaining the resources neces-
sary for high-quality community-specific privacy education. Many
struggled to access comprehensive standardized privacy materials,
or felt overwhelmed by the sheer volume of privacy and security ad-
vice available online [59]. As a result, they often relied on personal
knowledge, or organizational experience rather than on existing
resources.

Some valuable resources, such as those from EFF, were unfamiliar
or entirely unknown to some participants, highlighting challenges
with discoverability even when high-quality resources exist. Ed-
ucators also faced difficulties adapting materials quickly enough
to address emerging privacy threats and evolving technologies,
particularly given limited time, funding and staff support.

Low student interest in privacy-specific offerings presented ad-
ditional barriers, especially when working with non-tech savvy
individuals who faced competing priorities, such as financial inse-
curity. Under-resourced organizations often lacked the budget for
marketing and outreach, making it difficult to attract participants.
These constraints mirror broader patterns in digital literacy work,
where educators must balance the ambition of tailored program-
ming with practical limits of time, funding, and expertise [2].

5.2.2  Practical recommendations for supporting educators. To help
overcome resource limitations and improve outcomes, community
educators could benefit from sharing resources, strategies, and
teaching materials through centralized platforms or peer networks,
as peer support in volunteer settings has been shown to be effective
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in amplifying efforts [33]. Modular, adaptable educational mate-
rials as they already exist in the broader digital literacy context
[21, 35] could similarly offer an effective balance of consistency
and flexibility for privacy literacy initiatives. Encouraging educa-
tors to leverage available resources (e.g., EFF materials) and foster-
ing stronger connections between practitioners could further help
address the identified gaps in accessibility and discoverability of
privacy resources.

5.2.3 Policy and structural recommendations. Informal educational
spaces, notably public libraries, can play a critical role in address-
ing digital inequities and advancing privacy literacy, particularly
among marginalized communities [62]. Policy changes at local,
state, and federal levels are thus essential to support these efforts,
including increased funding and incentives for privacy educators
and organizations [13, 44].

Additional financial support could help educators implement
effective, personalized educational approaches more consistently,
such as one-on-one consulting or hands-on training activities. Col-
laboration among government agencies, community organizations,
research institutions, and educational institutions could help foster
broader privacy literacy advancement ensuring that privacy educa-
tion is recognized and prioritized as a key public service effort.

5.2.4 Directions for future research. Future studies could investi-
gate the development and efficacy of a centralized repository of
privacy education resources tailored to diverse communities and
populations. Further research is needed to evaluate how modu-
lar resources can be effectively adopted and adapted to different
contexts and community needs in practice. Moreover, exploring
methods for facilitating effective collaboration between community
educators and technical or pedagogical experts could address the
identified gap between expert advice and educator-identified com-
munity needs. Finally, systematic studies assessing the impact of
funding and policy interventions on community privacy educator
outcomes could provide evidence-based insights to inform future
structural support.

6 Conclusion

Our study expands on prior research working to define and oper-
ationalize the concept of privacy literacy [7, 32, 50, 72]. Through
investigating the experiences of community-engaged educators
whose work empowers their communities to become more privacy
literate, we found that they believe privacy literacy is best rep-
resented as a conceptual process for informed decision making,
centered around five core competencies that explicitly integrate
privacy security, and online safety aspects. Our participants shared
their working definitions of privacy literacy, the essential knowl-
edge they believe is critical for achieving it, as well as strategies
they employed within their ‘classrooms, which included various
informal learning environments, to reach the diverse audiences
they served. Given that privacy is deeply dependent on an individ-
ual’s sociocultural context [39, 45, 74], community-engaged privacy
education appears to be a promising approach to foster privacy
literacy. Our study contributes new insights on the understudied
perspective of educators at the forefront of this effort, and helps
to deepen our understanding of privacy literacy and respective
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priorities. We further present education and research implications
to better support community-engaged educators, and ultimately
the communities they serve, to broadly advance privacy literacy.
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